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Multiscale Hydrodynamic Phenomena

1. Quick Questions In few words and few formula :
1.1 What is ”dominant balance” ?
1.2 Order of magnitude of drag on a sphere at small Re
1.3 Order of magnitude of drag on a cylinder at small Re
1.4 Write 2D Boundary layer equations (in x, y, u, v) in the case of Blasius problem, what is the scale of y
compared to the scale of x ?
1.5 In which one of the 3 decks of Triple Deck is flow separation ?
1.6 What is the KDV equation ?
1.7 What is the natural selfsimilar variable for heat equation ?
1.8 ∂’Alembert equation : write the equation and the generic solution of it

2. Exercice
2.1 What is the name of the following equation (of course ε is a given small parameter)

(Eε)
∂u

∂t
+ u

∂u

∂x
= ε

∂2u

∂x2
. with u(−∞) = 1, u(∞) = −1.

2.2 Say in few sentences what it represents
2.3 Let us define (ESε) the steady solution of (Eε). We want to solve this steady problem with the Matched
Asymptotic Expansion method.
2.4 Why is (ESε) problem singular ?
2.5 What is the outer problem and what is the possible general form of the outer solution ?
2.6 What is the inner problem of (ESε) and what is the inner solution ?
2.7 Solve the problem at first order (up to power ε0).
2.8 Suggest the plot of the inner and outer solution.
2.9 What is the exact solution of (ESε) for any ε.
Hint : tanh′(x) = 1− tanh2(x)

3. Exercice

Let us look at the following ordinary differential equation : (Eε)
d2y

dt2
+ y = −ε2dy

dt
, valid for any t > 0

with boundary conditions y(0) = 1 and y′(0) = 0. Of course ε is a given small parameter.
We want to solve this problem with Multiple Scales Analysis.
3.1 Expand up to order ε2 : y = y0(t) + εy1(t) + ε2y2(t), show that there is a problem for long times.
3.2 Introduce two time scales, t0 = t and t1, what is the relation between t, t1 and ε ?
3.3 Compute ∂/∂t and ∂2/∂t2

3.4 Solve the problem.
3.5 Suggest the plot of the solution.
3.6 What is the exact solution for any ε, compare.

4. Exercice
Solve with WKB approximation the problem

εy′(x) + y(x) = 0 with y(0) = 1

Compare with exact solution.
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Part II. : 1h 15 min all documents. Film Flow down an inclined plane

This is a part of ”Modeling film flows down inclined planes” by C. Ruyer-Quil and P. Manneville. Eur.
Phys. J. B 6, 277- 292 (1998). We consider the thin film 2D flow on an infinite inclined plate, see figure 1,
and we aim to establish Shkadov’s equation.
As all the results are more or less in the paper, be careful and rigorous to prove the results.

1.0 Write incompressible Navier Stokes equations, (1) and (2).
1.1 Write the kinematic condition at the interface, and no slip boundary condition. Which equations are
they in the paper ?
1.2 Write σ, the stress tensor, what is its definition with derivatives of u, v and pressure.

1.3 How is the flow for y > h (in air) in terms of pressure ? and in terms of viscosity ? (it is not clearly
written in the paper, you must do some extra classical hypothesis).
1.4 Compute the normal n and tangent t to the surface and compute σ · n (stress vector).

1.5 Compute (∇ · n).
1.6 Continuity of stress at the surface involves surface tension. Write the change of normal stress, n from
media 1 to 2, at the interface : (

σ · n
)

2
−
(
σ · n

)
1

= γ(∇ · n)n

due to surface tension, then obtain (5) and (6).
1.7 It is said that system admits a trivial solution : the Nusselt solution. Check that this is the case (remind
all the hypothesis to obtain this simple solution). What link with Poiseuille ?
1.8 Compute wall shear stress τw = µ∂u/∂y. Write it as function of qN .

1.9 Compute
∫ h

0 u
2dy. Write it as function of q2

N .
1.10 Show that (3), (4) give (9), note that there is a derivation of an integral (Leibnitz integral rule).
1.11 Do a full dominant balance analysis of Navier Stokes equations using a length L, a velocity U and a
time T . Note that B = O(1), why ?
1.12 Show that it leads indeed to (10) (11) and (12).
2. In this part we consider (38)-(40) and (41)-(43). Those equations are presented in this paper without
expanding in ε. We want to put back some ε in those equations to be sure of approximations presented here.
We will write (38)-(40) and (41)-(43) starting form (10)-(12) with tildes to show and emphasize the change
of scales. We will do a small layer analysis : the longitudinal scale is 1/ε compared to the transversal one.
2.1 Show that if we define x̃, ỹ as : x = x̃/ε, y = ỹ, it corresponds to a long wave analysis. From dominant
balance of (9) show that t = t̃/ε.
2.2 As we keep u = ũ, what is the new scales for v in order that (3) is invariant (and gives (40) but with
tildes over the variables) ?
2.3 Question 2.3 and 2.4 are strongly coupled. The pressure remains p = p̃, show that (38) corresponds to
(10) with an error of O(ε2) (show that the convective term is O(ε)).
2.4 Starting from (11) we obtain (39) (and that indeed p = p̃), what is the error in term of order of magnitude
in ε ?
2.5 Do the same analysis for (41)-(43) : check the linearisation in (41)-(43). Note that Γ is large, what is
O(Γ) in order of magnitude in ε so that it surface tension plays a role and appears in the pressure gradient ?
2.6 Write (44) and (45) with the ε and tilde variables.
3.1 Using the same (Leibnitz integral rule) than in 1.10, integrate the momentum (44) to obtain (46) and
(47).
3.2 Identify r and τw from question (1.8) and (1.9).
3.3 Obtain the final Shkadov equation (49)-(50).

2



Eur. Phys. J. B 6, 277–292 (1998) THE EUROPEAN
PHYSICAL JOURNAL B
c�
EDP Sciences
Springer-Verlag 1998

Modeling film flows down inclined planes

C. Ruyer-Quila and P. Mannevilleb
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Abstract. A new model of film flow down an inclined plane is derived by a method combining results of
the classical long wavelength expansion to a weighted-residuals technique. It can be expressed as a set of
three coupled evolution equations for three slowly varying fields, the thickness h, the flow-rate q, and a new
variable ⌧ that measures the departure of the wall shear from the shear predicted by a parabolic velocity
profile. Results of a preliminary study are in good agreement with theoretical asymptotic properties close
to the instability threshold, laboratory experiments beyond threshold and numerical simulations of the full
Navier–Stokes equations.

PACS. 47.20M Interfacial instability – 47.20K Nonlinearity

1 Introduction

In addition to being involved in a wide variety of techni-
cal applications (chemical reactors, evaporators, etc.), the
dynamics of fluid films is an interesting topic in itself. As
a matter of fact, thin films flowing down inclined surfaces
exhibit a rich phenomenology [1] and o↵er a good testing
ground for the study of the transition to turbulence. Insta-
bilities take place at low flow rates, which gives a unique
opportunity to analyze the development of waves at the
surface of the fluid into large-amplitude strongly nonlin-
ear localized structures such as solitary pulses and fur-
ther to study their disorganization into developed spatio-
temporal chaos via secondary instabilities.
A trivial solution to the flow equations is easily found

in the form of a steady uniform parallel flow with parabolic
velocity profile, often called Nusselt’s solution, where the
work done by gravity is exactly consumed by viscous
dissipation. Thin films at low flow rate over su�ciently
steep surfaces turn out to be unstable against long wave-
length infinitesimal perturbations, i.e. wavelength large
when compared to the thickness of the flow. This is con-
firmed by a general study of the relevant Orr–Sommerfeld
equation which shows that short-wavelength shear insta-
bilities of the Tollmien–Schlichting type are only relevant
for flows over planes at vanishingly small inclination an-
gles and very high flow rates [2].
In the following we will thus be concerned with long

wavelength interfacial instability modes, the dynamics
of which is essentially controlled by viscosity and sur-
face tension e↵ects. Close to the threshold these waves
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present themselves as stream-wise surface undulations
free of span-wise modulations (“two-dimensional” waves)
emerging from a supercritical (i.e., continuous) bifurca-
tion. Farther from threshold, they saturate at finite ampli-
tudes and, depending on control parameters, may develop
secondary instabilities involving span-wise modulations
(“three-dimensional” instabilities) [3] or first evolve into
localized “solitary” structures that subsequently desta-
bilize [4]. For the moment we will focus on the two-
dimensional case where the hydrodynamic fields depend
only on the cross-stream and stream-wise coordinates,
y and x respectively (see Fig. 1), leaving the three-
dimensional problem for future study.

It turns out that, for the regimes we are interested
in, the height of the waves remains small when compared
to their wavelength. This motivates a long standing prac-
tice [5,6] of studying them by means of asymptotic ex-
pansions in powers of a small parameter ✏, usually called
the film parameter. Starting from this long-wave expan-
sion, a certain number of models have then been derived
since the pioneering work of Kapitza [7], e.g. [8–10] for
the most recent ones, see the review by Demekhin et al.
[11] for earlier attempts. The simplest useful result ob-
tained in this way is a partial di↵erential equation called
Benney’s equation [12] to be written explicitly later (36).
Governing the local thickness of the film h(x, t) in terms
of its space-time derivatives, it will be written here simply
as @th = G(hn, @xmh), where G involves various algebraic
powers and di↵erentiation orders (n,m) of h. Within this
approach the film evolution is modeled in terms of lubrica-
tion theory, which results in the enslaving of flow variables
to the local film height, i.e. a reduction to some e↵ective
dynamics for the interface through the elimination of de-
grees of freedom associated to velocity field.
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Laboratoire d’Hydrodynamiquec, École Polytechnique, 91128 Palaiseau, France

Received: 16 April 1998 / Revised: 29 June 1998 / Accepted: 2 July 1998

Abstract. A new model of film flow down an inclined plane is derived by a method combining results of
the classical long wavelength expansion to a weighted-residuals technique. It can be expressed as a set of
three coupled evolution equations for three slowly varying fields, the thickness h, the flow-rate q, and a new
variable ⌧ that measures the departure of the wall shear from the shear predicted by a parabolic velocity
profile. Results of a preliminary study are in good agreement with theoretical asymptotic properties close
to the instability threshold, laboratory experiments beyond threshold and numerical simulations of the full
Navier–Stokes equations.

PACS. 47.20M Interfacial instability – 47.20K Nonlinearity

1 Introduction

In addition to being involved in a wide variety of techni-
cal applications (chemical reactors, evaporators, etc.), the
dynamics of fluid films is an interesting topic in itself. As
a matter of fact, thin films flowing down inclined surfaces
exhibit a rich phenomenology [1] and o↵er a good testing
ground for the study of the transition to turbulence. Insta-
bilities take place at low flow rates, which gives a unique
opportunity to analyze the development of waves at the
surface of the fluid into large-amplitude strongly nonlin-
ear localized structures such as solitary pulses and fur-
ther to study their disorganization into developed spatio-
temporal chaos via secondary instabilities.
A trivial solution to the flow equations is easily found

in the form of a steady uniform parallel flow with parabolic
velocity profile, often called Nusselt’s solution, where the
work done by gravity is exactly consumed by viscous
dissipation. Thin films at low flow rate over su�ciently
steep surfaces turn out to be unstable against long wave-
length infinitesimal perturbations, i.e. wavelength large
when compared to the thickness of the flow. This is con-
firmed by a general study of the relevant Orr–Sommerfeld
equation which shows that short-wavelength shear insta-
bilities of the Tollmien–Schlichting type are only relevant
for flows over planes at vanishingly small inclination an-
gles and very high flow rates [2].
In the following we will thus be concerned with long

wavelength interfacial instability modes, the dynamics
of which is essentially controlled by viscosity and sur-
face tension e↵ects. Close to the threshold these waves

a e-mail: ruyer@ladhyx.polytechnique.fr
b e-mail: pops@ladhyx.polytechnique.fr
c CNRS UMR n� 7646.

present themselves as stream-wise surface undulations
free of span-wise modulations (“two-dimensional” waves)
emerging from a supercritical (i.e., continuous) bifurca-
tion. Farther from threshold, they saturate at finite ampli-
tudes and, depending on control parameters, may develop
secondary instabilities involving span-wise modulations
(“three-dimensional” instabilities) [3] or first evolve into
localized “solitary” structures that subsequently desta-
bilize [4]. For the moment we will focus on the two-
dimensional case where the hydrodynamic fields depend
only on the cross-stream and stream-wise coordinates,
y and x respectively (see Fig. 1), leaving the three-
dimensional problem for future study.

It turns out that, for the regimes we are interested
in, the height of the waves remains small when compared
to their wavelength. This motivates a long standing prac-
tice [5,6] of studying them by means of asymptotic ex-
pansions in powers of a small parameter ✏, usually called
the film parameter. Starting from this long-wave expan-
sion, a certain number of models have then been derived
since the pioneering work of Kapitza [7], e.g. [8–10] for
the most recent ones, see the review by Demekhin et al.
[11] for earlier attempts. The simplest useful result ob-
tained in this way is a partial di↵erential equation called
Benney’s equation [12] to be written explicitly later (36).
Governing the local thickness of the film h(x, t) in terms
of its space-time derivatives, it will be written here simply
as @th = G(hn, @xmh), where G involves various algebraic
powers and di↵erentiation orders (n,m) of h. Within this
approach the film evolution is modeled in terms of lubrica-
tion theory, which results in the enslaving of flow variables
to the local film height, i.e. a reduction to some e↵ective
dynamics for the interface through the elimination of de-
grees of freedom associated to velocity field.

Eur. Phys. J. B 6, 277–292 (1998) THE EUROPEAN
PHYSICAL JOURNAL B
c�
EDP Sciences
Springer-Verlag 1998

Modeling film flows down inclined planes

C. Ruyer-Quila and P. Mannevilleb
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The simplification brought by this reduction has
mainly permitted a first study of the nonlinear develop-
ment of waves using the tools of dynamical systems the-
ory [13], study that was continued using the celebrated
Kuramoto–Sivashinsky (KS) equation [14], obtained in the
present context by taking the limit of small amplitude
modulations [15,16]. By contrast with the KS equation,
Benney’s equation can lead to a non-physical evolution
with the development of finite-time singularities [13,17].
Such an evolution strongly limits its use to a narrow neigh-
borhood of the threshold where the KS equation —that
does not behave so wildly— is expected to give already
valuable results.

Numerical investigation of the full Navier-Stokes (NS)
equations, though conceivable, is cumbersome owing to
the presence of a free boundary. Though it can (should)
serve as a check point for models in the two-dimensional
case, the only one to be reliably implemented up to
now [18,19], the numerical approach does not give much
insight into the mechanisms of chaotic wave motion and
pattern formation. An intermediate level of modeling is
obtained in terms of so-called boundary layers equations
(BL) [20], i.e. reduced NS equations incorporating the
condition that stream-wise gradients are small when com-
pared to cross-stream variations. Though one is left with a
problem that has the same dimensionality as the original
one, it is a little simpler and leads to lighter computations
giving realistic results [21].

A subsequent level of modeling is achieved by assum-
ing a specific shape for the velocity profile and averaging
the stream-wise momentum equation in order to relate the

thickness h of the film to the local flow rate q =
R h
0 u(y) dy.

The first such integral boundary layer model was derived
by Shkadov [22]. We will reobtain it below as system (49,
50). The assumption about the velocity profile and the
averaging procedure are in fact two specific ingredients of
a more general method for solving the BL equations in
terms of weighted residuals [23] instead of standard dis-
crete methods (e.g., finite di↵erences). The limitations of
Shkadov’s model come from the lack of freedom in the
description of the hydrodynamic fields and the too rus-
tic character of the consistency condition expressed via
the averaging. In spite of these limitations, problems that
could only be approached through black-box numerical
computations of full or reduced NS equations can now be
dealt with a set of partial di↵erential equations with re-
duced space dimensionality (1 instead of 2). Accordingly,
properties of nonlinear waves can again be studied in their
rest-frame using the tools of dynamical systems theory [24,
25]. Better approximations of the flow have to be devel-
oped in order to get more realistic results. This requisite
has lead to the derivation of improved models by weighted
residual methods [9,10], by expanding the hydrodynamic
fields on a functional basis of the cross-stream variable
y, finding relations between the coe�cients of the (trun-
cated) expansion from the NS or BL equations by some
specific projection rule, and further applying the resulting
set of equations to concrete problems such as the structure
of solitary waves. In the absence of clear physical meaning

x

y

z
0

β

y

u

x
0

Fig. 1. Fluid film flowing down an inclined plane: definition
of the geometry.

for the coe�cients appearing in the expansion, the inter-
pretation of such studies is not straightforward and one
is often confined to a comparison of the obtained output
with that of concurrent models and numerical solutions
of BL or NS equations, or with the results of laboratory
experiments.
In this paper, after having recalled the governing equa-

tions (Sect. 2) of the two-dimensional problem to which we
will restrict, we briefly repeat the first steps of the Ben-
ney’s gradient expansion for the dynamics of film flows
(Sect. 3) that will be useful to us afterward. We then de-
velop our model in two steps, mostly for pedagogical rea-
sons (Sects. 4 and 5). We follow the same general strategy
as Yu et al. [9] and use BL equations as a starting point,
which has the interest of focusing on the appropriate long
wavelength properties of the flow right from the begin-
ning. We also use polynomials to expand the velocity field
but, to stay closer to the physics of the problem, instead of
choosing some general systematic expressions of increas-
ing degree, we prefer to take the specific polynomials that
appear in Benney’s gradient expansion and to introduce
combinations of coe�cients of the lowest order terms that
may be given an immediate physical interpretation. The
first-order problem (Sect. 4) involves two polynomials, the
zeroth-order parabolic profile and a correction issued from
Benney’s expansion. Relevant coe�cients involve the flow
rate q, and a new field called ⌧ measuring the departure of
the wall shear from the shear predicted by a parabolic ve-
locity profile. At this order, ⌧ is slaved to h and q and can
be eliminated adiabatically, yielding a set of two partial
di↵erential equations (9, 58) with the same structure as
Shkadov’s model but di↵erent coe�cients. With respect to
the latter, the advantage of our first-order model is to give
a more accurate description of the vicinity of the instabil-
ity threshold, and in particular to predict the critical flow
rate exactly. At second order (Sect. 5), ⌧ becomes a degree
of freedom for its own and four well-chosen supplementary
polynomials are introduced, the coe�cients of which can
be eliminated to yield a system of three equations (78–
80) governing h, q, and ⌧ . Sections 6 and 7 are devoted
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to a discussion of our achievements focusing on a quali-
tative comparison of experimental and numerical results
in the linear and nonlinear regimes, with preliminary nu-
merical simulations of (78–80) and on the physical under-
standing that can be expected from our model.

2 Governing equations

The geometry is defined in Figure 1: the inclined plane
makes an angle � with the horizontal. As usual, x̂, ŷ,
and ẑ are unit vectors in the stream-wise, cross-stream,
and span-wise directions respectively. Here we only con-
sider the two-dimensional case where the solution is inde-
pendent of coordinate z, the extension to the full three-
dimensional case does not present conceptual di�culties.
The basic (2D) equations read

⇢ [@tu+u @xu+v @yu] =�@xp+⇢g sin�+µ (@xx+@yy)u,
(1)

⇢ [@tv+u @xv+v @yv] =�@yp�⇢g cos�+µ (@xx + @yy) v,
(2)

@xu+ @yv = 0, (3)

where u and v denote x and y velocity components, and
p the pressure. ⇢ is the density, µ the viscosity, and g the
intensity of the gravitational acceleration.
These equations must be completed with boundary

conditions at y = 0 or y = h. They will be denoted as
w
��
0
or w
��
h
where w(x, y, t) is a generic name for the pres-

sure field, the velocity components and their derivatives.
The first such condition:

@th+ u
��
h
@xh = v

��
h
, (4)

simply expresses the fact that the interface h(x, t) is a
material line. The continuity of the stress at y = h adds
two more equations. The normal component reads

� @xxh
h
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h
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h
� @yv
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h

i
+ p
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h
� pa = 0 (5)

where coe�cient � is the surface tension and the term in
@xxh describes the curvature of the interface (pa is the
atmospheric pressure). For the tangential component one
gets

0=2@xh
�
@yv
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h
�@xu

��
h
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+
h
1�(@xh)
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@yu
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h
+@xv

��
h
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(6)

Finally, the no-slip condition at the rigid bottom, y = 0,
reads:

u
��
0
= v
��
0
= 0. (7)

It will turn interesting to replace the kinematic condition
(4) at y = h by an equivalent equation derived from the

continuity condition. Integrating (3) over the interval [0, h]
we obtain:

0 =

Z h

0
(@xu+ @yv) dy =

Z h

0
@xu dy + v

��
h
� v
��
0

= @th+

"
u
��
h
@xh+

Z h

0
@xu dy

#
= @th+ @x

Z h

0
u dy

using v
��
h
given by (4) and v

��
0
= 0 from (7). Defining the

local instantaneous flow rate as

q(x, t) =

Z h(x,t)

0
u(x, y, t)dy, (8)

we arrive at the integral condition

@th+ @xq = 0. (9)

System (1-7) admits a trivial solution corresponding to a
steady constant-thickness film, often called the Nusselt so-
lution (hence the subscript “N” in the following). Assum-
ing @t ⌘ 0 and @x ⌘ 0, one simply gets v ⌘ 0, p

��
h
= pa

and

µ@yyu+⇢g sin�=0, @yp=�⇢g cos�, u
��
0
=0, @yu

��
h
=0,

which, for a film of thickness hN yields:

u(y)=
⇢g sin�

2µ
y(2hN � y), p(y)=pa + ⇢g cos�(hN � y),

where the atmospheric pressure pa is set to zero in the
following. The corresponding flow rate is given by

qN =

Z h

0
u(y)dy =

⇢g sin�h3N
3µ

,

from which an average velocity uN can be defined by qN =
hNuN , i.e. uN = ⇢g sin�h2N/3µ.
At this stage, it is usual to turn to dimensionless

equations. Di↵erent scalings can be used. The first and
most obvious one takes hN and hN/uN as length and
time units, see note [26]. Here, we will take another scal-
ing defined without reference to the flow by construct-
ing the length and time units from g (LT�2) and the
kinematic viscosity ⌫ = µ/⇢ (L2T�1). Taking for conve-
nience g sin� instead of g, this yields L = ⌫2/3(g sin�)�1/3

and T = ⌫1/3(g sin�)�2/3. The velocity unit is then
U = LT�1 = (⌫g sin�)1/3. For the pressure, we get
⇢(⌫g sin�)2/3. The surface tension is then measured by
the Kapitza number � = �

�⇥
⇢⌫
4/3(g sin�)1/3

⇤
. In fact,

Kapitza was concerned with vertical planes for which
� = ⇡/2 so that the factor sin� did not appear in his
definition. It is a matter of convenience to include it or
not. The two numbers, with and without, are of the same
order of magnitude as long as one does not consider nearly
horizontal planes.

                   (…)

                   (…)



C. Ruyer-Quil and P. Manneville: Modeling film flows down inclined planes 279

to a discussion of our achievements focusing on a quali-
tative comparison of experimental and numerical results
in the linear and nonlinear regimes, with preliminary nu-
merical simulations of (78–80) and on the physical under-
standing that can be expected from our model.

2 Governing equations

The geometry is defined in Figure 1: the inclined plane
makes an angle � with the horizontal. As usual, x̂, ŷ,
and ẑ are unit vectors in the stream-wise, cross-stream,
and span-wise directions respectively. Here we only con-
sider the two-dimensional case where the solution is inde-
pendent of coordinate z, the extension to the full three-
dimensional case does not present conceptual di�culties.
The basic (2D) equations read

⇢ [@tu+u @xu+v @yu] =�@xp+⇢g sin�+µ (@xx+@yy)u,
(1)

⇢ [@tv+u @xv+v @yv] =�@yp�⇢g cos�+µ (@xx + @yy) v,
(2)

@xu+ @yv = 0, (3)

where u and v denote x and y velocity components, and
p the pressure. ⇢ is the density, µ the viscosity, and g the
intensity of the gravitational acceleration.
These equations must be completed with boundary

conditions at y = 0 or y = h. They will be denoted as
w
��
0
or w
��
h
where w(x, y, t) is a generic name for the pres-

sure field, the velocity components and their derivatives.
The first such condition:

@th+ u
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, (4)

simply expresses the fact that the interface h(x, t) is a
material line. The continuity of the stress at y = h adds
two more equations. The normal component reads
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where coe�cient � is the surface tension and the term in
@xxh describes the curvature of the interface (pa is the
atmospheric pressure). For the tangential component one
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Finally, the no-slip condition at the rigid bottom, y = 0,
reads:

u
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0
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0
= 0. (7)

It will turn interesting to replace the kinematic condition
(4) at y = h by an equivalent equation derived from the
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we arrive at the integral condition

@th+ @xq = 0. (9)

System (1-7) admits a trivial solution corresponding to a
steady constant-thickness film, often called the Nusselt so-
lution (hence the subscript “N” in the following). Assum-
ing @t ⌘ 0 and @x ⌘ 0, one simply gets v ⌘ 0, p
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and
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which, for a film of thickness hN yields:

u(y)=
⇢g sin�

2µ
y(2hN � y), p(y)=pa + ⇢g cos�(hN � y),

where the atmospheric pressure pa is set to zero in the
following. The corresponding flow rate is given by

qN =

Z h

0
u(y)dy =

⇢g sin�h3N
3µ

,

from which an average velocity uN can be defined by qN =
hNuN , i.e. uN = ⇢g sin�h2N/3µ.
At this stage, it is usual to turn to dimensionless

equations. Di↵erent scalings can be used. The first and
most obvious one takes hN and hN/uN as length and
time units, see note [26]. Here, we will take another scal-
ing defined without reference to the flow by construct-
ing the length and time units from g (LT�2) and the
kinematic viscosity ⌫ = µ/⇢ (L2T�1). Taking for conve-
nience g sin� instead of g, this yields L = ⌫2/3(g sin�)�1/3

and T = ⌫1/3(g sin�)�2/3. The velocity unit is then
U = LT�1 = (⌫g sin�)1/3. For the pressure, we get
⇢(⌫g sin�)2/3. The surface tension is then measured by
the Kapitza number � = �

�⇥
⇢⌫
4/3(g sin�)1/3

⇤
. In fact,

Kapitza was concerned with vertical planes for which
� = ⇡/2 so that the factor sin� did not appear in his
definition. It is a matter of convenience to include it or
not. The two numbers, with and without, are of the same
order of magnitude as long as one does not consider nearly
horizontal planes.
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Inserting the corresponding variable changes we obtain

@tu+u @xu+v @yu =�@xp+1+(@xx+@yy)u, (10)

@tv+u @xv+v @yv =�@yp�B+(@xx+@yy) v, (11)

where B = cot� and, for the normal-stress boundary con-
dition at y = h

� @xxh
h
1 + (@xh)

2
i3/2 +

2
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2

h
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h
+ @xv
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h

⌘

� (@xh)
2
@xu
��
h
� @yv

��
h

i
+ p
��
h
= 0, (12)

while the continuity condition (3), the kinematic condition
(4) at y = h and the remaining boundary conditions (6,7)
are left unchanged. In this unit system where g sin� = ⌫ =
⇢ = 1, the Nusselt flow rate given by qN = uNhN =

1
3h
3
N

is numerically equal to the Reynolds number R as defined
in note [26].

3 Gradient expansion

Laboratory experiments show that the Nusselt solution
may not be relevant, being possibly unstable against waves
at the surface of the film. However, as long as the flow rate
is not too large, the interface remains smooth at the scale
of the film thickness as measured locally by h(x, t). This
feature can be introduced as a supplementary assumption
and solutions to the equations can be searched in the form
of a systematic expansion in powers of a formal parame-
ter " expressing the smallness of the stream-wise space
derivative @x.
At order zero, the problem simply reads

@yyu
(0) = �1, @yp

(0) = �B, @yu
(0)
��
h
= 0,

u
(0)
��
0
= 0, p

(0)
��
h
= 0,

so that the Nusselt solution is recovered locally with
h(x, t) as reference height:

u
(0)(y) =

1

2
y(2h� y), v(0) ⌘ 0, p(0) = B(h� y),

(13)

yielding a local flow rate q(0) = 1
3h
3. This is an exact solu-

tion to the problem, provided that the thickness gradient
is strictly zero. When this is no longer the case, correc-
tions have to be introduced. Assuming that h ⌘ h(x, t)
but remains slowly varying, one now looks for a solution
“close to” the stationary uniform flow in the form:

u = u(0)(h(x, t), y) + u(1)(x, y, t) + u(2)(x, y, t) + . . . ,

v = v(1)(x, y, t) + v(2)(x, y, t) + . . . ,

p = p(0)(h(x, t), y) + p(1)(x, y, t) + p(2)(x, y, t) + . . . ,

where the corrections are formally of order 1, 2, . . .

When developing the calculation systematically, we
should notice first that the status of the kinematic in-
terface condition (4) or its integral version (9) is di↵erent
from that of the other equations. As a matter of fact, the
sought-after solution has to be seen as a functional of h
and its successive space-time derivatives, all considered as
independent quantities. Once it is found at a given or-
der, the result can be inserted in (9) (or (4)), which then
presents itself as a constraint relating h and its succes-
sive partial derivatives, i.e. an evolution equation for h.
Furthermore, it is immediately seen that this equation is
formally one order higher than the solution found. So,
already at zeroth order we get the following nontrivial re-
lation

@th+ @xq
(0)
⌘ @th+ h

2
@xh = 0. (14)

However, lettingH = h2 leads to @tH+H@xH = 0, i.e. the
Burgers equation, an equation known to produce shocks
and hence steep gradients incompatible with the slow-
variation assumption. Continuing the expansion is there-
fore necessary for finding gradient-limiting terms playing
the role of viscous dissipation in the Burgers case. Though
the result is not guaranteed to be well-behaved, let us re-
view the first steps of the expansion.
At first order we get:
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(0)
, (15)
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(0)
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to be solved with the appropriate boundary conditions:
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��
0
= 0. (20)

(Note that @yu(0)
��
h
= 0 has been taken into account to

simplify the r.h.s. of (18).) Equation (17) yields v(1) =
�
1
2y
2
@xh when making use of (20b). The stream-wise

correction u(1) is then obtained from (15) together with
boundary conditions (19, 20a) and the pressure correction
from (16) subject to (18). We obtain
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p
(1)(x, y, t) = �(y + h)@xh. (22)

To complete the calculation at first order it remains to
express the kinematic condition in integral form (9). With

u = u(0)+u(1), we obtain for q =
R h
0 u(y) dy an expression

of the form 1
3h
3 + a(h)@th+ b(h)@xh, hence the evolution

equation for h(x, t):

@th+ h
2
@xh+ @x [a(h)@th+ b(h)@xh] = 0, (23)

                   (…)
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Boundary condition (12) then reads p
��
h
= ��@xxh so

that the pressure is no longer given as in (13) but rather
by

p
(0) = B(h� y)� �@xxh. (35)

The solution at first order has to be modified accordingly,
which yields
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3
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h
6
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◆
@xh+ �h

3
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�
= 0.

(36)

instead of (25).
Considering infinitesimal modulations, in lieu of (27)

we now get

@t⌘ = D@⇠⇠⌘ �K@⇠⇠⇠⇠⌘, (37)

with K = 1
3h
3
N� = qN� . As expected from Fourier

analysis with perturbations / exp(ikx), the last term in
(37) damps out short-wavelength fluctuations, at a rate
�Kk

4 that dominates the destabilizing contribution |D|k2

when D is negative. The two terms counterbalance each
other exactly for a certain cut-o↵ wave-vector kc given
by k2c = |D|/K =

6
5 (qN � qNc)/� . This wave-vector de-

fines a scale for which, in order of magnitude, capillary
e↵ects enter the problem and work to limit the divergence
of space gradients. A low order truncation of the expan-
sion will therefore be acceptable if kc is physically small
enough, which will always be the case close to the insta-
bility threshold qNc.
Equation (36), usually called the Benney equation, is

thus expected to govern the interface modulations with
space gradients at most of order kc as long as kc ⌧ 1, i.e.
at flow rates close to the threshold in a range depending on
the value of � . The linear argument above using (37) gives
hints on the behavior of solutions to (36) only because the
instability turns out to be supercritical, so that a weakly-
nonlinear theory accounts for the continuous growth of
the amplitude of modulations in the neighborhood of the
threshold. In fact, owing to the strong nonlinearities as-
sociated with the high powers of h present, this neigh-
borhood is quite narrow and typical solutions to (36) dis-
play finite-time singularities not so far from the threshold.
From the additive nature of the contribution of the � -term
in (12) leading directly to (35), it is clear that, depending
on the order in @x one decides to introduce it, other gra-
dient terms in h will appear in (36), which will play an
e↵ective role if kc is too large, i.e. in general K too small,
hence � too small. Taking these terms into account does
not solve the problem of finite-time singularities, whose
origin may be attributed to the strongly nonlinear charac-
ter of the evolution equation for h, which involves rapidly
increasing powers of h as the gradient expansion proceeds.

4 First-order model

In the gradient expansion, the flow variables are sup-
posed to be strictly enslaved to the local thickness h which

plays the role of an e↵ective degree of freedom governed
by a Benney-like evolution equation. Another approach is
then needed to deal with the dynamics of the film in a
context where this enslaving is partly relaxed and other
e↵ective degrees of freedom are introduced, under the con-
straint that these new variables should remain slowly vari-
able in x and t and that exact results of the gradient
expansion should be recovered in the appropriate limit.
Up to now, the hydrodynamic fields (u, v, p) could be ex-
panded on a special set of polynomials in y with slowly
varying coe�cients functions of h(x, t) and its derivatives.
If the flow modulations are su�ciently slow, these fields
should not be far from their estimates obtained by the gra-
dient expansion. In other terms, the residue of a Galerkin
expansion —or of an approximation derived from a more
general weighted residual method— based on these poly-
nomials should be intrinsically small. The coe�cients of
the expansion would then be considered as the sought-
after e↵ective degrees of freedom, and they would be gov-
erned by equations generalizing the expressions asymp-
totically valid when modulations are infinitely slow. The
required extension would give some latitude of evolution
to these coe�cients around the asymptotic value obtained
from the gradient expansion. The model developed below
is an attempt to implement this general idea in the most
“economical” way.
Let us begin with the set of equations consistent at

first order except for surface tension e↵ects that, though
formally of higher order, are included here owing to their
gradient-limiting role, as discussed above. The problem to
be solved reads:

@tu+ u@xu+ v@yu+ @xp� @yyu� 1 = 0, (38)

@yp+B � @yyv = 0, (39)

@xu+ @yv = 0, (40)

with boundary conditions

p
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h
+ �@xxh� 2@yv

��
h
= 0, (41)

@yu
��
h
= 0, (42)

u
��
0
= 0, v

��
0
= 0, (43)

and of course the kinematic condition at the interface
which, in integral form (9), accounts for mass conserva-
tion on average over the thickness.
Integrating (39) with the help of boundary conditions

(41–42) we get p = B(h � y) + @yv + @yv
��
h
� �@xxh and

further eliminate @xp from (38). Because @yv = �@xu is a
first order term, its derivative is of second order and can
be dropped of. Therefore, our set of equations read

@tu+ u@xu+ v@yu� @yyu = 1�B@xh+ �@x3h, (44)

@xu+ @yv = 0, (45)

with boundary conditions (42–43). (44–45) is sometimes
called boundary-layer equations (BL).
Let us now consider the averaging of equation (44) that

gives the balance of x-momentum (von Kármán’s equation
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(37) damps out short-wavelength fluctuations, at a rate
�Kk

4 that dominates the destabilizing contribution |D|k2

when D is negative. The two terms counterbalance each
other exactly for a certain cut-o↵ wave-vector kc given
by k2c = |D|/K =

6
5 (qN � qNc)/� . This wave-vector de-

fines a scale for which, in order of magnitude, capillary
e↵ects enter the problem and work to limit the divergence
of space gradients. A low order truncation of the expan-
sion will therefore be acceptable if kc is physically small
enough, which will always be the case close to the insta-
bility threshold qNc.
Equation (36), usually called the Benney equation, is

thus expected to govern the interface modulations with
space gradients at most of order kc as long as kc ⌧ 1, i.e.
at flow rates close to the threshold in a range depending on
the value of � . The linear argument above using (37) gives
hints on the behavior of solutions to (36) only because the
instability turns out to be supercritical, so that a weakly-
nonlinear theory accounts for the continuous growth of
the amplitude of modulations in the neighborhood of the
threshold. In fact, owing to the strong nonlinearities as-
sociated with the high powers of h present, this neigh-
borhood is quite narrow and typical solutions to (36) dis-
play finite-time singularities not so far from the threshold.
From the additive nature of the contribution of the � -term
in (12) leading directly to (35), it is clear that, depending
on the order in @x one decides to introduce it, other gra-
dient terms in h will appear in (36), which will play an
e↵ective role if kc is too large, i.e. in general K too small,
hence � too small. Taking these terms into account does
not solve the problem of finite-time singularities, whose
origin may be attributed to the strongly nonlinear charac-
ter of the evolution equation for h, which involves rapidly
increasing powers of h as the gradient expansion proceeds.

4 First-order model

In the gradient expansion, the flow variables are sup-
posed to be strictly enslaved to the local thickness h which

plays the role of an e↵ective degree of freedom governed
by a Benney-like evolution equation. Another approach is
then needed to deal with the dynamics of the film in a
context where this enslaving is partly relaxed and other
e↵ective degrees of freedom are introduced, under the con-
straint that these new variables should remain slowly vari-
able in x and t and that exact results of the gradient
expansion should be recovered in the appropriate limit.
Up to now, the hydrodynamic fields (u, v, p) could be ex-
panded on a special set of polynomials in y with slowly
varying coe�cients functions of h(x, t) and its derivatives.
If the flow modulations are su�ciently slow, these fields
should not be far from their estimates obtained by the gra-
dient expansion. In other terms, the residue of a Galerkin
expansion —or of an approximation derived from a more
general weighted residual method— based on these poly-
nomials should be intrinsically small. The coe�cients of
the expansion would then be considered as the sought-
after e↵ective degrees of freedom, and they would be gov-
erned by equations generalizing the expressions asymp-
totically valid when modulations are infinitely slow. The
required extension would give some latitude of evolution
to these coe�cients around the asymptotic value obtained
from the gradient expansion. The model developed below
is an attempt to implement this general idea in the most
“economical” way.
Let us begin with the set of equations consistent at

first order except for surface tension e↵ects that, though
formally of higher order, are included here owing to their
gradient-limiting role, as discussed above. The problem to
be solved reads:

@tu+ u@xu+ v@yu+ @xp� @yyu� 1 = 0, (38)

@yp+B � @yyv = 0, (39)

@xu+ @yv = 0, (40)

with boundary conditions

p
��
h
+ �@xxh� 2@yv

��
h
= 0, (41)

@yu
��
h
= 0, (42)

u
��
0
= 0, v

��
0
= 0, (43)

and of course the kinematic condition at the interface
which, in integral form (9), accounts for mass conserva-
tion on average over the thickness.
Integrating (39) with the help of boundary conditions

(41–42) we get p = B(h � y) + @yv + @yv
��
h
� �@xxh and

further eliminate @xp from (38). Because @yv = �@xu is a
first order term, its derivative is of second order and can
be dropped of. Therefore, our set of equations read

@tu+ u@xu+ v@yu� @yyu = 1�B@xh+ �@x3h, (44)

@xu+ @yv = 0, (45)

with boundary conditions (42–43). (44–45) is sometimes
called boundary-layer equations (BL).
Let us now consider the averaging of equation (44) that

gives the balance of x-momentum (von Kármán’s equation
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in the context of boundary layers). We obtain:

Z h

0
[@tu+u@xu+v@yu�@yyu] dy=h+�h@x3h�Bh@xh,

(46)

which can be transformed into

@t

Z h

0
u dy+@x

Z h

0
u
2
dy=h�@yu

��
0
+�h@x3h�Bh@xh.

(47)

Transformation of the l.h.s. is similar to that leading to
(9). The term @yu

��
0
, representing the shear at the wall,

will be denoted ⌧w in the following. On the l.h.s. we rec-

ognize q =
R h
0 u(y) dy and we can define a new averaged

field r =
R h
0 u

2(y) dy. With these notations (47) reads:

@tq + @xr = h (1 + �@x3h�B@xh)� ⌧w. (48)

Assuming a given velocity profile, one arrives at a set of
two equations (9) and (48) for two unknowns h and q, since
r can then be computed from q. Simply taking Kapitza’s
parabolic profile u(y) / 1

2⇣(2�⇣) where ⇣ = y/h, we have
r = 6

5 (q
2
/h), and ⌧w = 3q/h2. Inserting these estimates

in (48) we obtain Shkadov’s model [22]:

@th = �@xq, (49)

@tq = h�3
q

h2
�
12

5

q

h
@xq+

✓
6

5

q
2

h2
�Bh

◆
@xh+�h@x3h.

(50)

Now, taking (49, 50) as a set of primitive equations, let
us consider slow modulations to the uniform solution that
verifies q = 1

3h
3 = q(0). We are now in position to perform

a gradient expansion parallel to the previous one by as-
suming q = q(0)+q(1)+q(2)+ . . . , where q(1), q(2), etc. are
formally of order 1, 2, etc. At lowest order we obtain for
the l.h.s. of (50): @tq(0) = @t(

1
3h
3) = h2@th = �h2@xq(0) =

�h
2(h2@xh) = �h4@xh, and for the r.h.s.:

�3
q
(1)

h2
+

"
6

5

q
(0)2

h2
�Bh

#
@xh�

12

5

q
(0)

h
@xq

(0)+�h@x3h,

where, as before, the surface-tension term has been intro-
duced earlier than dictated by its formal order. This leads
to the estimate

q
(1) =

1

9
h
6
@xh�

1

3
Bh
3
@xh+

1

3
�h
3
@x3h,

which, when replaced in @th + @x
⇥
q
(0) + q(1)

⇤
= 0, gives

the following evolution equation

@th+ h
2
@xh+

1

3
@x

✓
1

3
h
6
�Bh

3

◆
@xh+ �h

3
@x3h

�
= 0,

(51)

which di↵ers from equation (36) by the coe�cient in front
of h6. This discrepancy leads to an overestimation of
the critical Reynolds number Rc,IBL = B [29]. Proko-
piou et al. [8] and Lee and Mei [10] tried to get rid of
this discrepancy by starting from systems of equations
more complete than (44–45), while keeping the zeroth-
order parabolic velocity profile. These approaches failed
to recover the correct critical Reynolds number prediction
Rc =

5
6B and led back to Rc,IBL. The cause of this failure

thus seems to be the lack of flexibility of the assump-
tion about the velocity profile rather than the omission of
terms in the set of primitive equations.
In the spirit of Shkadov’s assumption, a whole family

of models analogous to (49–50), with just di↵erent numer-
ical constants, would be obtained by using velocity profiles
expressed in terms of a single, possibly better fitted, func-
tion of the reduced variable ⇣ = y/h, u = a(x, t) g(⇣).
Such velocity profiles are sometimes called “similar” solu-
tions in boundary-layer theory [30]. The defect of such an
approach comes from a somewhat arbitrary freezing of the
e↵ective degrees of freedom involved in the velocity field.
Here we want to relax part of this constraint by assuming
that u is a superposition of functions with slow variable
coe�cients so that the quantities r and ⌧w are less rigidly
related to q and h.
So, keeping in mind the results of the long-wavelength

expansion, we may reasonably admit that Shkadov’s sim-
ple assumption, valid at order zero, can be improved by
correcting the parabolic profile with the polynomials that
appear in the gradient expansion at higher orders, or more
precisely, linearly independent combinations of these poly-
nomials adequately chosen for better computational ease.
So, let us expand u as

u(x, y, t) = b0(x, t)f
(0)(y/h) + b1(x, t)f

(1)(y/h), (52)

where f
(0)(⇣) ⌘ �

1
2⇣
2 + ⇣ and f

(1)(⇣) ⌘

1
6

�
1
4⇣
4
� ⇣

3 + ⇣2
�
. Whereas u(0) in (13) is obviously

proportional to f (0), a little algebra is necessary to check
that u(1) in (24) can indeed be written as some specific
combination of f (0) and f (1) (cf. note [31]).
Apart from the fact that the so-far unknown fields b0

and b1 are supposed to be slow functions of x and t, by
definition of q they must fulfill

q =

Z h

0
u(y) dy =

1

3
h

✓
b0 +

1

15
b1

◆
. (53)

At this stage we have three unknowns, h, b0, and b1 but
from (53) we see that we can pass to a set formed by h, q
and b1, with b0 given by b0 = (3q/h)�

1
15b1. Inserting this

in ⌧w ⌘ @yu
��
0
= b0/h we get ⌧w = (3q/h2)� (b1/15h). In

that way, b1 appears as a correction to the shear at the
plate that would be created by a parabolic velocity profile
corresponding to a film with thickness h and flow rate q.
To make this explicit, let us re-define b1 as b1 = �15h⌧ so
that

⌧w =
3q

h2
+ ⌧. (54)
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Boundary condition (12) then reads p
��
h
= ��@xxh so

that the pressure is no longer given as in (13) but rather
by

p
(0) = B(h� y)� �@xxh. (35)

The solution at first order has to be modified accordingly,
which yields

@th+ h
2
@xh+

1

3
@x
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h
6
�Bh
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@xh+ �h

3
@x3h

�
= 0.

(36)

instead of (25).
Considering infinitesimal modulations, in lieu of (27)

we now get

@t⌘ = D@⇠⇠⌘ �K@⇠⇠⇠⇠⌘, (37)

with K = 1
3h
3
N� = qN� . As expected from Fourier

analysis with perturbations / exp(ikx), the last term in
(37) damps out short-wavelength fluctuations, at a rate
�Kk

4 that dominates the destabilizing contribution |D|k2

when D is negative. The two terms counterbalance each
other exactly for a certain cut-o↵ wave-vector kc given
by k2c = |D|/K =

6
5 (qN � qNc)/� . This wave-vector de-

fines a scale for which, in order of magnitude, capillary
e↵ects enter the problem and work to limit the divergence
of space gradients. A low order truncation of the expan-
sion will therefore be acceptable if kc is physically small
enough, which will always be the case close to the insta-
bility threshold qNc.
Equation (36), usually called the Benney equation, is

thus expected to govern the interface modulations with
space gradients at most of order kc as long as kc ⌧ 1, i.e.
at flow rates close to the threshold in a range depending on
the value of � . The linear argument above using (37) gives
hints on the behavior of solutions to (36) only because the
instability turns out to be supercritical, so that a weakly-
nonlinear theory accounts for the continuous growth of
the amplitude of modulations in the neighborhood of the
threshold. In fact, owing to the strong nonlinearities as-
sociated with the high powers of h present, this neigh-
borhood is quite narrow and typical solutions to (36) dis-
play finite-time singularities not so far from the threshold.
From the additive nature of the contribution of the � -term
in (12) leading directly to (35), it is clear that, depending
on the order in @x one decides to introduce it, other gra-
dient terms in h will appear in (36), which will play an
e↵ective role if kc is too large, i.e. in general K too small,
hence � too small. Taking these terms into account does
not solve the problem of finite-time singularities, whose
origin may be attributed to the strongly nonlinear charac-
ter of the evolution equation for h, which involves rapidly
increasing powers of h as the gradient expansion proceeds.

4 First-order model

In the gradient expansion, the flow variables are sup-
posed to be strictly enslaved to the local thickness h which

plays the role of an e↵ective degree of freedom governed
by a Benney-like evolution equation. Another approach is
then needed to deal with the dynamics of the film in a
context where this enslaving is partly relaxed and other
e↵ective degrees of freedom are introduced, under the con-
straint that these new variables should remain slowly vari-
able in x and t and that exact results of the gradient
expansion should be recovered in the appropriate limit.
Up to now, the hydrodynamic fields (u, v, p) could be ex-
panded on a special set of polynomials in y with slowly
varying coe�cients functions of h(x, t) and its derivatives.
If the flow modulations are su�ciently slow, these fields
should not be far from their estimates obtained by the gra-
dient expansion. In other terms, the residue of a Galerkin
expansion —or of an approximation derived from a more
general weighted residual method— based on these poly-
nomials should be intrinsically small. The coe�cients of
the expansion would then be considered as the sought-
after e↵ective degrees of freedom, and they would be gov-
erned by equations generalizing the expressions asymp-
totically valid when modulations are infinitely slow. The
required extension would give some latitude of evolution
to these coe�cients around the asymptotic value obtained
from the gradient expansion. The model developed below
is an attempt to implement this general idea in the most
“economical” way.
Let us begin with the set of equations consistent at

first order except for surface tension e↵ects that, though
formally of higher order, are included here owing to their
gradient-limiting role, as discussed above. The problem to
be solved reads:

@tu+ u@xu+ v@yu+ @xp� @yyu� 1 = 0, (38)

@yp+B � @yyv = 0, (39)

@xu+ @yv = 0, (40)

with boundary conditions

p
��
h
+ �@xxh� 2@yv

��
h
= 0, (41)

@yu
��
h
= 0, (42)

u
��
0
= 0, v

��
0
= 0, (43)

and of course the kinematic condition at the interface
which, in integral form (9), accounts for mass conserva-
tion on average over the thickness.
Integrating (39) with the help of boundary conditions

(41–42) we get p = B(h � y) + @yv + @yv
��
h
� �@xxh and

further eliminate @xp from (38). Because @yv = �@xu is a
first order term, its derivative is of second order and can
be dropped of. Therefore, our set of equations read

@tu+ u@xu+ v@yu� @yyu = 1�B@xh+ �@x3h, (44)

@xu+ @yv = 0, (45)

with boundary conditions (42–43). (44–45) is sometimes
called boundary-layer equations (BL).
Let us now consider the averaging of equation (44) that

gives the balance of x-momentum (von Kármán’s equation

                   (…)

                   (…)



Part I

• correction Ex 2
Steady problem :

(ESε) u
∂u

∂x
= ε

∂2u

∂x2
. with u(−∞) = 1, u(∞) = −1.

The external problem is

(ES0) u
∂u

∂x
= 0

so the solution is u(x < 0) = 1 and u(x > 0) = −1, solution is discontinuous in x = 0, and this gives the
limits for the matching u(0−) = 1 and u(0+) = −1

By dominant balance we find the scale of the solution is with x = εx̃ so that

ũ
∂ũ

∂x̃
=
∂2ũ

∂x̃2
. with ũ(−∞) = u(0−), ũ(∞) = u(0+)

first integral
∂

∂x̃
(
ũ2

2
− 1

2
) =

∂ũ

∂x̃
+ 0

dũ

1− ũ2
= dx̃/2 so that

dũ

1− ũ
+

dũ

1 + ũ
= dx̃/2 hence − Log(1− ũ) + Log(1 + ũ) = x̃/2

so ũ = tanh(−x̃/2)

• correction Ex 3
trap : ε2 is the small parameter : t0 = t and t1 = ε2t...

• correction Ex 4

• with δ = ε, the eikonal S′0 = −1 hence the solution is y(x) = e−x/ε. c’est exactement la solution exacte !
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Part II normal tangent vectors :

n =
1√

1 + (∂xh)2

(
−∂xh

1

)
, t =

1√
1 + (∂xh)2

(
1
∂xh

)
without dimension teh stresstensor σ : (

2∂x̄ū− p̄ (∂x̄v̄ + ∂ȳū)
(∂ȳū+ ∂x̄v̄) 2∂ȳv̄ − p̄

)
compute σ · n and next n · (σ · n) and t · (σ · n)

n · (σ · n) =
1

1 + (∂xη)2
(−2µ

(
(∂xv + ∂yu)− (∂xη)2∂xu− ∂yv)

)
t · (σ · n) =

1

1 + (∂xη)2
(µ
(
2(∂xη)(∂yv − ∂xu) + (1− (∂xη)2)(∂xv + ∂yu))

)
Condition at the interface (pressure is 0 in the air, where there is no vsicosity as well) :

−pn+ µ(∇ u+∇ ut) · n = −γ(∇ · n)n without dimension − p̄n+ µ(∇̄ ū+ ∇̄ ūt) · n = − γ

ρgL2
(∇̄ · n)n

Kapitza number : Γ =
γ

ρgL2
=
`2c
L2
, avec la longueur capillaire `c =

√
γ/(ρg)

n = (−h′, 1)/(1 + h
′2)1/2 donc (∇̄ · n) = −h′′/(1 + h

′2)3/2

Scaling
to take all the terms in NS : L = ν2/3(g sinβ)1/3 , T = ν1/3(g sinβ)−2/3, U = L/T adn P = ρ(νg sinβ)2/3

Thin layer
if we define x̃, ỹ as : x = x̃/ε, y = ỹ, it corresponds to a long wave analysis ; (3) or (40 )is :

∂ũ

∂x̃
+
∂ṽ

∂ỹ
= 0 (1)

(10) is (38) which is

ε

(
∂ũ

∂t̃
+ ũ

∂ũ

∂x̃
+ ṽ

∂ũ

∂ỹ

)
= −ε∂p̃

∂x̃
+ 1 +

∂2ũ

∂ỹ2
+O(ε2) (2)

(11) is (39) which is

0 = −∂p̃
∂ỹ

+−B + ε
∂2ṽ

∂ỹ2
+O(ε2) (3)

pressure is then

p̃ = B(h̃− ỹ) + (ε2Γ)
∂2h̃

∂x̃2
+O(ε)

we have to suppose that (ε2Γ) is of order one to be larger that the neglected O(ε) terms of the velocity.
Hence

ε

(
∂ũ

∂t̃
+ ũ

∂ũ

∂x̃
+ ṽ

∂ũ

∂ỹ

)
= +1−Bε∂h̃

∂x̃
+ ε(ε2Γ)

∂3h̃

∂x̃2
+
∂2ũ

∂ỹ2
+O(ε2) (4)

by integration

ε

(
∂

∂t̃

∫ h̃

0
ũdỹ +

∂

∂x̃

∫ h̃

0
ũ2dỹ

)
= h̃−Bεh̃∂h̃

∂x̃
+ εh̃(ε2Γ)

∂3h̃

∂x̃2
− ∂ũ

∂ỹ
|0 +O(ε2) (5)

by hypothesis : we are close to a Nusselt film ; so Shkadov equations (50) are, as proposed

∂

∂t̃
h̃+

∂

∂x̃
q̃ = 0, ε

(
∂

∂t̃
q̃ +

∂

∂x̃

6q̃2

5h̃

)
= h̃−Bεh̃∂h̃

∂x̃
+ εh̃(ε2Γ)

∂3h̃

∂x̃2
− 3

q̃

h̃2
+O(ε2) (6)
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