# Multiscale simulations of primary atomization 

Gaurav Tomar ${ }^{\text {a,b }}$, Daniel Fuster ${ }^{\text {a,b }}$, Stéphane Zaleski ${ }^{\text {a,b,* }}$ and Stéphane Popinet ${ }^{\text {c }}$<br>${ }^{\text {a }}$ UPMC Univ Paris 06, UMR 7190, Institut Jean Le Rond d'Alembert, F-75005 Paris, France.<br>${ }^{\mathrm{b}}$ CNRS, UMR 7190, Institut Jean Le Rond d'Alembert, F-75005 Paris, France.<br>${ }^{c}$ National Institute for Water and Atmospheric research, P.O. Box 14-901, Kilbirnie, Wellington, New Zealand.


#### Abstract

A liquid jet upon atomization breaks up into small droplets that are orders of magnitude smaller than its diameter. Direct numerical simulations of atomization are exceedingly expensive computationally. Thus, the need to perform multiscale simulations. In the present study, we performed multiscale simulations of primary atomization using a Volume-of-Fluid (VOF) algorithm coupled with a two-way coupling Lagrangian particle-tracking model to simulate the motion and influence of the smallest droplets. Collisions between two particles are efficiently predicted using a spatial-hashing algorithm. The code is validated by comparing the numerical simulations for the motion of particles in several vortical structures with analytical solutions. We present simulations of the atomization of a liquid jet into droplets which are modeled as particles when away from the primary jet. We also present the probability density function of the droplets thus obtained and show the evolution of the PDF in space.
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## I. Introduction

A large set of physical systems of industrial and scientific relevance involve interactions between phenomena occurring at various scales. Disparate scales are seen in situations like micro and nano-fluidics, particle-laden flows, combustion

[^0]chambers, spray drying and atmospheric flows [1, 2]. Numerical simulations of a physical process involving temporal and spatial scales separated by orders of magnitude require huge computational resources and time. For example, at nano-scales molecular forces are dominant and govern the flow physics, whereas at micro-scales viscous forces are dominant and at even larger macroscales inertial forces also need to be incorporated. Therefore, hybrid models are needed to resolve the physics (approximately or thoroughly) at different scales. Such hybrid multiscale methods involve merging of models valid at various scales and interaction between them via an interface sharing information required for model closures.

Of the various models that bridge the different scales, perhaps the most challenging is the building of the interface between simulations at the nano/mesoscale to the macro-scale mechanics. The gross response at the small scales should be fused into the macro-scale. Various multiscale bridging methods have been developed [3], namely, the heterogeneous multiscale method [4], the variational multiscale method [5], the discontinuous Galerkin method [6] and the equation-free method [7]. Son and Dhir [8] performed numerical simulations of nucleate boiling by modeling the micro-film underneath the bubble using thinfilm equations incorporating the long-range van der Waals forces and phasechange. The micro-layer in nucleate boiling is responsible for a predominant fraction of heat transfer and phase change and also governs the macroscopic contact angle.

Multiscale simulations involving mesoscopic particles suspended in a macroscopic fluid have been performed using Eulerian-Eulerian and Eulerian-Lagrangian models [9, 10]. In the Eulerian-Eulerian approach, the dispersed (small-scale) phase is collectively modelled using a concentration field. Statistical models are employed to simulate the cumulative effect of the dispersed phase on the suspension fluid. The concentration field is advected with the flow using a Hamilton-Jacobi type equation. In contrast, Eulerian-Lagrangian methods involve solving the continuous phase using numerical schemes such as Finite Differences, Finite Elements or Finite Volumes and performing discrete Lagrangian advection of the dispersed phase. The hydrodynamic forces acting on the particles are incorporated using empirical correlations and theoretical models. The effect of the particles on the underlying fluid is modeled as a source term in the momentum equations. A very low concentration of particles may not alter the flow field significantly but moderate concentrations modify flow structures. Ferrante and Elghobashi [11] studied the effect of micro-bubbles on vortical structures. Small bubbles are easily entrapped and convected in vortical structures. A moderate accumulation of bubbles was shown [11] to enhance the decay rate of the vorticity at the center of the vortex. Van Sint Annaland et al. [12] performed numerical simulations of gas-liquid-solid flows by combining a Front-Tracking algorithm for two-phase flows with a discrete particle method to model the solid dispersed phase. They
demonstrated the effect of bubble-induced particle mixing and modification of the drag on the bubble during its ascent. In turbulent flows, particles are swept away by the swirling eddies and vortices. Particles alter flow dynamics leading to attenuation or enhancement of turbulence based on a non-dimensional particle momentum number $[13,14]$. The effect of particles on turbulence in the flow field has also been studied in [15]. Climent and Magnaudet [16] studied the effect of bubble dispersion on a mixing layer. Simulations were performed using a two-way coupling Eulerian-Lagrangian method. In two-way coupled Eulerian-Lagrangian methods, the effect of the motion of bubbles on the fluid momentum is incorporated by infusing a momentum source term in the Navier-Stokes equation for the fluid flow. Bubbles are initially captured in the vortices in the mixing layer and later dispersed upon an increase in their concentration. Bubbles enhance the destabilization process in the mixing layer and shorten the time required for the roll-up phenomenon. Ishii et al.[17] proposed a hybrid method coupling sub-grid micro motion of bubbles with the macroscopic grid based solver.

A liquid jet breaks up into small droplets because of an interplay of several mechanisms active in the atomization process. The droplets broken-off from the liquid jet are orders of magnitude smaller than its diameter. With the advent of various sharp-interface-tracking algorithms [18-25], numerical simulations of the atomization processes have become possible [26-30]. Threedimensional temporal simulations of the breakup of a liquid jet by a coaxial high-speed gas have been reported in $[26,31]$ using the Volume-of-Fluid (VOF) method and by Tauber et al [27] using the Front-Tracking method. Both studies showed the formation of thin ligaments which subsequently break into droplets. Small droplets formed during the atomization process require high grid resolution thus increasing the computational cost several folds. The computational cost can be reduced by artificially removing the smallest droplets from regions of the computational domain far from the liquid jet. An unaccounted removal of the droplets formed makes the measurements of probability density function (PDF) of droplets impossible and may also lead to a loss of physics. Thus, a multiscale model is required to incorporate the essential effects of the droplets without investing enormous computational effort in completely resolving all the involved scales using interface tracking and a Navier-Stokes solver. Recently, Kim et al [28] and Herrmann [29] performed multiscale simulations of the primary breakup of a liquid jet by a coaxial flow of gas. A variant of the Level-Set method was employed to solve the two-phase flow coupled with a Lagrangian spray model to track the droplets broken-off from the liquid jet.

We present here multiscale simulations of primary jet breakup using an EulerianLagrangian two-way coupling method. The discrete particle method has been implemented in Gerris [32, 33], a two-phase VOF solver with balanced force surface tension model and quad/octree adaptive mesh refinement. The mo-
mentum source term in the Navier-Stokes equation arising from the particles is smoothed using a Gaussian distribution function. Collisions between particles are efficiently predicted by implementing a spatial-hashing algorithm to identify particles in the vicinity for collision. The algorithm has been validated against various test cases. Finally, we present simulations of breakup of a liquid jet converting droplets into particles upon formation and back into VOF resolved droplets based on their proximity to the VOF interface. We present a PDF of the droplet sizes during the atomization process.

## II. Formulation

## A. Governing Equations

The Navier-Stokes equations for a two-phase incompressible flow modified (similar to momentum source terms in Ref.[34]) to implicitly incorporate the boundary conditions at the interface can be written as,

$$
\begin{equation*}
\rho\left[\partial_{t} \boldsymbol{u}+(\boldsymbol{u} \cdot \boldsymbol{\nabla}) \boldsymbol{u}\right]=-\boldsymbol{\nabla} p+\boldsymbol{\nabla} \cdot(2 \mu \boldsymbol{D})+\sigma \kappa \delta_{s} \boldsymbol{n}+\boldsymbol{\Phi}_{p}, \tag{1}
\end{equation*}
$$

where $\boldsymbol{u}=(u, v, w)$ is the fluid velocity, $\rho \equiv \rho(\boldsymbol{x}, t)$ is the fluid density, $\mu \equiv \mu(\boldsymbol{x}, t)$ is the dynamic viscosity and $\boldsymbol{D}$, the deformation tensor, is defined as $D_{\mathrm{ij}} \equiv\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right) / 2$. The surface tension force is non-zero only at the interface as signified by the Dirac delta function, $\delta_{s}$, with $\sigma, \boldsymbol{n}$ and $\kappa$ representing the surface-tension coefficient, the unit normal and the curvature at the interface, respectively. The momentum source term $\boldsymbol{\Phi}_{\boldsymbol{p}}$ represents the effect of the dispersed phase simulated using a Lagrangian approach.

The advection equation for density and the incompressibility condition are given by,

$$
\begin{gather*}
\partial_{t} \rho+\boldsymbol{\nabla} \cdot(\rho \boldsymbol{u})=0,  \tag{2}\\
\boldsymbol{\nabla} \cdot \boldsymbol{u}=0 . \tag{3}
\end{gather*}
$$

The density and the viscosity field are obtained as

$$
\begin{align*}
\rho(c) & \equiv c \rho_{1}+(1-c) \rho_{2} \text { and }  \tag{4}\\
\mu(c) & \equiv c \mu_{1}+(1-c) \mu_{2} \tag{5}
\end{align*}
$$

respectively where $c(\boldsymbol{x}, t)$ is the volume fraction. Here, $\rho_{1}, \rho_{2}$ and $\mu_{1}, \mu_{2}$ are the densities and viscosities of the first and second fluid, respectively. The
volume fraction takes values between zero and one. The interface motion can be written in terms of the volume fraction as,

$$
\begin{equation*}
\partial_{t} c+\boldsymbol{\nabla} \cdot(c \boldsymbol{u})=0 \tag{6}
\end{equation*}
$$

A two-way coupled Eulerian-Lagrangian approach for the dispersed phase comprises of computing the external and fluid forces on the particles and incorporating the effect of the particles as a source term in the Navier-Stokes equation $\left(\Phi_{p}\right)$. The governing equations of the motion of the particles are given by,

$$
\begin{gather*}
\frac{d \boldsymbol{x}^{i}}{d t}=\boldsymbol{v}^{i}  \tag{7}\\
m_{p}^{i} \frac{d \boldsymbol{v}^{i}}{d t}=F_{D}+F_{I}+F_{A}+F_{L}+F_{e x t}, \tag{8}
\end{gather*}
$$

where, $m_{p}^{i}\left(=\rho_{p}^{i} V^{i}\right), \boldsymbol{x}^{i}$ and $\boldsymbol{v}^{i}$ are the mass, position and the velocity of the $i-$ th particle respectively. The density and volume of the particle are denoted by $\rho_{p}^{i}$ and $V^{i}$, respectively. The various forces $(F)[15,35]$ acting on the particle are summarized below:
(1) Drag force:

$$
\begin{equation*}
F_{D}=-\frac{3}{4 d_{i}} C_{D}\left(R e_{p}^{i}\right) \rho V^{i}\left|\boldsymbol{v}^{i}-\boldsymbol{u}\right|\left(\boldsymbol{v}^{i}-\boldsymbol{u}\right), \tag{9}
\end{equation*}
$$

where $C_{D}$ is the drag coefficient as a function of the Reynolds number based on particle diameter, $R e_{p}^{i}=d_{i}\left|\boldsymbol{v}^{i}-\boldsymbol{u}\right| / \nu$. Here, $d_{i}$ is the diameter of the particle. The exact form of $C_{D}$ depends upon various other factors, for example, shape and surfactant concentration of the surface [35]. The form of $C_{D}$ used in the present study is described later. The density and the dynamic viscosity of the carrier fluid are given by $\rho$ and $\nu$, respectively.
(2) Inertial force:

$$
\begin{equation*}
F_{I}=\rho V^{i}\left[\frac{\partial \boldsymbol{u}}{\partial t}+(\boldsymbol{u} \cdot \boldsymbol{\nabla}) \boldsymbol{u}\right] . \tag{10}
\end{equation*}
$$

(3) Added mass force:

$$
\begin{equation*}
F_{A}=\rho V^{i} C_{M}\left[\frac{\partial \boldsymbol{u}}{\partial t}+(\boldsymbol{u} \cdot \nabla) \boldsymbol{u}-\frac{d \boldsymbol{v}^{i}}{d t}\right], \tag{11}
\end{equation*}
$$

where $C_{M}$ is the added-mass coefficient. The added-mass coefficient, $C_{M}=$ $1 / 2$, is independent of the Reynolds number and the strength of the acceleration [36, 37].
(4) Lift force:

$$
\begin{equation*}
F_{L}=-\rho C_{L} V^{i}\left(\boldsymbol{v}^{i}-\boldsymbol{u}\right) \times \boldsymbol{\omega} . \tag{12}
\end{equation*}
$$

Here, $\boldsymbol{\omega}=\boldsymbol{\nabla} \times \boldsymbol{u}$ is the vorticity and $C_{L}$ is the lift coefficient. The lift coefficient is a weakly increasing function of the Reynolds number and
tends quickly towards the value one-half $[35,38]$. In all the simulations presented here, we use $C_{L}=1 / 2$.
(5) External forces may comprise the conservative and the non-conservative forces acting on the particle due to an externally applied field, namely, gravitational, electric or magnetic. For instance, the buoyancy force acting on the particle is given by,

$$
\begin{equation*}
F_{e x t}=\left(\rho_{p}-\rho\right) \boldsymbol{g} \tag{13}
\end{equation*}
$$

where $\boldsymbol{g}$ is the gravitational acceleration.
The momentum source term $\boldsymbol{\Phi}_{p}$ in the Eq. 1 is given by,

$$
\begin{equation*}
\boldsymbol{\Phi}_{p}=\lim _{V_{f} \rightarrow 0} \sum_{i=1}^{N_{p}} \frac{V^{i}}{V_{f}}\left[\rho_{p}^{i}\left(\boldsymbol{g}-\frac{d \boldsymbol{v}^{i}}{d t}\right)+\rho\left(\frac{D \boldsymbol{u}}{D t}-\boldsymbol{g}\right)\right], \tag{14}
\end{equation*}
$$

where $V_{f}$ is the control volume of the fluid containing $N_{p}$ particles [16]. The right-hand side of equation (14) is a combination of the net reaction force due to the particle $i$ of volume $V^{i}$ and the net buoyancy force. Eulerian quantities which are assumed to be constant in a small fluid element of volume $V_{f}$ (containing $N_{p}$ particles) are scaled with the volume of the particles.

## III. Numerical Modeling

## A. Brief overview of the VOF algorithm

The methodology adopted for solving the two-phase, sharp-interface, incompressible flow equations is presented in detail in [32, 33, 39]. We describe here briefly the algorithm implemented. A second-order accurate staggered time discretisation has been employed for the volume-fraction/density and pressure fields. Using the classical time-splitting projection method [40] the discretized equations can be written as:

$$
\begin{align*}
& \rho_{n+\frac{1}{2}}\left[\frac{\boldsymbol{u}_{\star}-\boldsymbol{u}_{n}}{\Delta t}+\boldsymbol{u}_{n+\frac{1}{2}} \cdot \boldsymbol{\nabla} \boldsymbol{u}_{n+\frac{1}{2}}\right]= \boldsymbol{\nabla} \cdot\left[\mu_{n+\frac{1}{2}}\left(\boldsymbol{D}_{n}+\boldsymbol{D}_{\star}\right)\right] \\
&+\left(\sigma \kappa \delta_{s} \boldsymbol{n}\right)_{n+\frac{1}{2}},  \tag{15}\\
& \frac{c_{n+\frac{1}{2}}-c_{n-\frac{1}{2}}}{\Delta t}+\boldsymbol{\nabla} \cdot\left(c_{n} \boldsymbol{u}_{n}\right)=0,  \tag{16}\\
&  \tag{17}\\
& \quad \boldsymbol{u}_{n+1}=\boldsymbol{u}_{\star}-\frac{\Delta t}{\rho_{n+\frac{1}{2}}} \boldsymbol{\nabla} p_{n+\frac{1}{2}},  \tag{18}\\
& \quad \boldsymbol{\nabla} \cdot \boldsymbol{u}_{n+1}=0 .
\end{align*}
$$

Using equations (17) and (18), the Poisson equation governing the pressure field can be written as,

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot\left(\frac{\Delta t}{\rho_{n+\frac{1}{2}}} \boldsymbol{\nabla} p_{n+\frac{1}{2}}\right)=\boldsymbol{\nabla} \cdot \boldsymbol{u}_{\star} . \tag{19}
\end{equation*}
$$

The Poisson equation (19) for the pressure is solved efficiently using a quad/octreebased multigrid iterative solver [32]. The discretized momentum-conservation equation (Eq. 15) is an Helmholtz-type equation and is solved using a variant of the multilevel Poisson solver employed to solve the pressure equation. The Crank-Nicholson discretization of the viscous terms described above is secondorder accurate in time and is unconditionally stable. The convective terms $\left(\boldsymbol{u}_{n+\frac{1}{2}} \cdot \boldsymbol{\nabla} \boldsymbol{u}_{n+\frac{1}{2}}\right)$ are computed using the Bell-Colella-Glaz [32, 41] secondorder unsplit upwind scheme which is stable for CFL numbers smaller than one.

The velocity, pressure and tracers are all collocated at the center of the computational finite-volume cell. The velocity and pressure fields are decoupled using an approximate projection method for the spatial discretization of the pressure correction equation and the associated divergence of the auxiliary velocity [32, 42]. The time integration algorithm implemented in Gerris can be broadly divided into the following steps:
(1) The auxiliary cell-centered velocity field, $\boldsymbol{u}_{\star}$, is computed using equation (15).
(2) Pressure correction: An auxiliary face-centered velocity is obtained by averaging the cell-centered values on all the cell faces. The divergence of the velocity field is computed using the face-centered velocity for each control volume as the finite-volume approximation:

$$
\boldsymbol{\nabla} \cdot \boldsymbol{u}_{\star}=\frac{1}{\Delta} \sum_{f} \boldsymbol{u}_{\star}^{f} \cdot \boldsymbol{n}^{f}
$$

where, $\boldsymbol{n}^{f}$ is the unit normal vector to the face and $\Delta$ is the length scale of the control volume. The Poisson equation (19) is solved using the abovedefined velocity divergence to obtain the pressure field corresponding to a divergence-free velocity. Corrected face-velocities are computed using the pressure field as follows:

$$
\begin{equation*}
\boldsymbol{u}_{n+1}^{f}=\boldsymbol{u}_{\star}^{f}-\frac{\Delta t}{\rho\left(c_{n+\frac{1}{2}}^{f}\right)} \boldsymbol{\nabla}^{f} p_{n+\frac{1}{2}}, \tag{20}
\end{equation*}
$$

where $c_{n+1 / 2}^{f}$ is obtained by averaging from the cell-centered values $c_{n+1 / 2}^{c}$ and $\boldsymbol{\nabla}^{f}$ is a simple face-centered gradient operator (consistent at coarse/fine volume boundaries). The resulting face-centered velocity field $\boldsymbol{u}_{n+1}^{f}$ is ex-
actly non-divergent by construction. The cell-centered velocity field at time $n+1$ is obtained by applying a cell-centered pressure correction,

$$
\begin{equation*}
\boldsymbol{u}_{n+1}^{c}=\boldsymbol{u}_{\star}^{c}-\left|\frac{\Delta t}{\rho\left(c_{n+\frac{1}{2}}^{f}\right)} \boldsymbol{\nabla}^{f} p_{n+\frac{1}{2}}\right|^{c}, \tag{21}
\end{equation*}
$$

where the $|.|^{c}$ operator denotes averaging over all the faces delimiting the control volume. The resulting cell-centered velocity field $\boldsymbol{u}_{n+1}^{c}$ is approximately divergence-free.
(3) The volume fraction is advected using an operator-split algorithm with the velocity field obtained above[43-46]. The volume flux needed for advection is achieved by performing a geometrical flux computation. A Mixed-Youngs-Centred ( $M Y C$ ) method for interface normal computation of Aulisa et al. [47] on a $3 \times 3 \times 3$ generalized for the octree spatial discretization has been employed for interface reconstruction.
(4) The surface tension force $\left(\sigma \kappa \delta_{s} \boldsymbol{n}\right)_{n+\frac{1}{2}}$ is calculated using a balanced-force surface-tension calculation [48]. A second-order accurate estimate of the curvature is obtained using the Height-Function technique [33]. In regions where the radius of curvature is smaller than five cells, a paraboloid fitting technique [33] is used. Details of the implementation are available elsewhere[32, 33, 39].
(5) An efficient mesh refinement and adaptation, usually costing less than $1 \%$ of computation time, is performed every time step using several criteria, for e.g., vorticity, gradient of a field variable or the curvature of the interface [32]. For the atomization simulations presented in this study, we use vorticity and the interface (gradient of void-fraction field) as the cost functions for grid adaptation.

## B. Lagrangian particle advection

Lagrangian particle tracking is performed using the updated velocity field. The fluid forces which are a function of the relative velocity between the particle and the fluid are computed. The fluid velocity is obtained at the particle position using a bilinear interpolation. The acceleration (Eq. 8) so obtained is integrated to compute the velocity of the particle and subsequently the updated particle position (Eq. 7). Equations (7) and (8) are discretized in time using the first-order explicit forward-Euler scheme. The present algorithm can be extented to higher order discretization (for example, second order predictorcorrector scheme) in time for particle motion.

The two-way coupling force is a momentum source term in the Navier-Stokes equation (Eq. 14). To achieve numerical convergence it is smoothed using a Gaussian distribution with standard deviation $\sigma_{p}$. The standard deviation for the distribution of force is taken to be the maximum of the radius of the particle and the size of the computational cell containing its center. The particle size is in general smaller than the cell-size except in special situations when particles re-enter a highly refined region. The smoothed force is given by,

$$
\begin{equation*}
\tilde{\boldsymbol{\Phi}}_{p}=\boldsymbol{\Phi}_{p} e^{-\left|\boldsymbol{x}-\boldsymbol{x}_{p}\right|^{2} / \sigma_{p}^{2}} /\left(\sqrt{2 \pi} \sigma_{p}\right)^{D}, \tag{22}
\end{equation*}
$$

where $\tilde{\boldsymbol{\Phi}}_{p}$ is the smoothed force and $D$ is the dimension of the problem (2 in 2D).

The smoothed force is distributed only in a surrounding stencil of approximately $3 \sigma_{p}$ to reduce the computational cost. On a quad/octree grid we achieve the above criterion efficiently by moving to a coarser level till one of the cell-faces is at least $3 \sigma_{p}$ distance from the particle thence the closest neighbors in 2 (3 in 3-dimensional) directions are identified and the children of these are traversed up to the finest level where the source term $\Phi_{p}$ is defined. Figure 1 shows the parent cell satisfying the criterion layed above. The arrows mark the neighboring cells which should also be traversed for the smoothed force computation.

## D. Collisions

Collisions between particles are predicted by using a spatial hashing algorithm in which a pointer to the cell is used as a key to the list of particles contained in it [49]. After each time-step, a hash-table is updated with the list of particles contained in a computational cell, the key to the elements of the hash-table being the pointer to the computational cell. For collision, particles residing in the neighboring cells are considered. Once the minimum collision time is established among all the possible collisions in the computational domain, as described below, the particles are advected for the minimum collision time between any two particles in the whole domain. The time-step of the NavierStokes solver is divided into several small advection time-steps based on the collisions occurring in the domain. The collision criterion described below is checked for all the possible pairs of particles in the adjacent cells. Collision
occurs if $d t_{\text {coll }}$ defined below is finite,

$$
d t_{\text {coll }}=\left\{\begin{array}{l}
\infty  \tag{23}\\
\text { if } \quad \boldsymbol{r}_{i j} \cdot \boldsymbol{v}_{i j}>0 \\
\infty \quad \text { if } \quad d<0 \\
-\frac{\left(\boldsymbol{r}_{i j} \cdot \boldsymbol{v}_{i j}+\sqrt{d}\right)}{\boldsymbol{v}_{i j}} \boldsymbol{v}_{i j}
\end{array} \text { otherwise }, ~ \$\right.
$$

where $\boldsymbol{r}_{i j}=\boldsymbol{r}_{j}-\boldsymbol{r}_{i}$ and,

$$
\begin{equation*}
d=\left(\boldsymbol{r}_{i j} \cdot \boldsymbol{v}_{i j}\right)^{2}-\left(\boldsymbol{r}_{i j} \cdot \boldsymbol{r}_{i j}-s^{2}\right)\left(\boldsymbol{v}_{i j} \cdot \boldsymbol{v}_{i j}\right) . \tag{24}
\end{equation*}
$$

Here, $s$ is the sum of the radii of the two particles, $\boldsymbol{r}_{i j}$ and $\boldsymbol{v}_{i j}$ are the relative position and velocities of the two particles for which collision is tested. Timesteps of the Navier-Stokes solver are thus divided into smaller collision timesteps $\left(d t_{\text {coll }}\right)$ during which the particles collide and respond to the collision. A hard-sphere elastic collision involves exchange of momentum conserving the momentum and the energy of the system of two particles. The time of interaction between two particles is considered infinitesimal with an impulsive force acting on the colliding particles.

## E. Conversion of small droplets formed during atomization into particles

A small Volume-of-Fluid resolved droplet, formed during the numerical simulations of the primary atomization, leads to expensive computational effort with little gain. In the present study, we propose to model small droplets as Lagrangian particles. The center of the particle is located at the centroid of the droplet and the average momentum is computed to define the velocity of the particle. The void fraction field is re-assigned to remove the droplet from the computational domain.

For VOF to Lagrangian transformations contiguous lumps of the liquid are identified by tagging simply connected cells having void fraction greater than zero. The tag is set by a droplet counter to uniquely identify a droplet. Size of the droplets is computed and droplets smaller than a prescribed threshold volume for transformation are removed (void fraction set to zero) and replaced by a Lagrangian point particle located at the centroid of the droplet. Mass and average momentum of the droplet is assigned to the representative particle. The transformation leads to the relaxation of the cost function for grid adaptation resulting in a coarser grid.

Similarly, a point particle formed from a droplet can be transformed back into a VOF-resolved droplet based on its proximity with the VOF interface or a pre-specified region. The two-way coupling force is replaced by the velocity impulse introduced in the computational domain upon the transformation of the
particle into a VOF-resolved droplet. Subsequently, the refined computational grid containing the droplet is assigned a uniform velocity field corresponding to the momentum of the particle. The above approximation can be improved by choosing an approximate analytical solution for the flow field inside the droplet. In the atomization simulations presented in this study, Lagrangian particles are transformed into VOF resolved droplets when the particles are less than a grid cell from the VOF resolved interface.

To speed up the calculations, atomization simulations have been performed on multiple processors working in parallel. Transformed droplets in the various processors need to be identified with a unique tag numbers. To achieve unique particle-ids we employ the following algorithm:
(1) VOF droplets are identified for transformation using the previously described criterion.
(2) Total number of the newly formed particles is broadcasted to all other processors in an array, say idadd[i], where ' i ' is the processor id (PID).
(3) In each processor, $\operatorname{idadd}[\mathrm{i}]=$ idadd $[\mathrm{i}]+\operatorname{idadd}[\mathrm{i}-1]$
(4) In each processor, a loop is run over the number of local new particles in processor ' i ': particle-id = GMAXID + idadd[i]- -. Here GMAXID is the previous time step global maximum particle-id.
(5) The new maximum particle-id is broadcasted to all processors: GMAXID = mpi_reduce(MAXID,...,MPI_MAX,...).

Particle exchange between processors is achieved in the following three steps:
(1) Identification of the particles exiting the domain and their destination neighboring processor.
(2) Number of particles to be transported to a neighboring processor is communicated.
(3) Subsequently, an information packet containing particle data is communicated to the neighboring processor which has the information of number of particles it is to receive from a particular processor.

## IV. Numerical Validation

## A. Lagrangian particle tracking in a vortex

For validation of the implementation of the Lagrangian particle-tracking algorithm, the motion of a particle computed using Gerris is compared with the results obtained from the Runge-Kutta integration using a prescribed shearflow field. Only one-way coupling is used here. The fluid velocity field in the domain is assigned as,

$$
\begin{align*}
& u=-C_{s} \sin (\pi y) \cos (\pi x),  \tag{25}\\
& v=C_{s} \sin (\pi x) \cos (\pi y), \tag{26}
\end{align*}
$$

The drag coefficient used is a function of the local particle Reynolds number $R e_{p}$ [16],

$$
C_{d}=\left\{\begin{array}{lc}
16 \frac{1+0.15 \sqrt{R e_{p}}}{R e_{p}} & \text { if } R e_{p}<50,  \tag{27}\\
48 \frac{R e_{p}^{1 / 2}-2.21}{R e_{p}^{3 / 2}} & \text { otherwise }
\end{array}\right.
$$

The lift and added-mass force coefficients are chosen to be one half. Table VI. shows the convergence of the error with refinement. The definition of the $L_{2}$ error norm used for comparison is,

$$
\begin{equation*}
L_{2 q}=\sqrt{\left(\frac{q x_{e}-q_{p}}{q x_{e}}\right)^{2}+\left(\frac{q y_{e}-q y_{p}}{q y_{e}}\right)^{2}}, \tag{28}
\end{equation*}
$$

where $\boldsymbol{q}$ is the vector with $q x$ and $q y$ as components in $x$ and $y$ directions, respectively. The generic vector $\boldsymbol{q}$ in the above expression is a representative vector for the position and velocity vector of the particle. The reference value is denoted by the subscript $e$ whereas subscript $p$ denotes the computed value for the particle.

The bilinear interpolation scheme used for velocity and position interpolation is second-order accurate. Error shown in the table depicts the error in the position and velocity. Figure 2 shows the particle trajectory for different grid resolutions. The cross in the figure marks the center of the anti-clockwise vortex. The solution obtained from the fourth order Runge-Kutta scheme (with a time step of $10^{-4}$ ) is overlapping the computational results obtained for a grid resolution of $2^{8} \times 2^{8}$.

## B. Particle entrapment in a Rankine vortex

Bubbles are captured and transported by vortices. Here we illustrate the effect of a Rankine vortex on bubbles rising vertically under buoyancy forces [35]. A Rankine vortex has a core (defined by its radius $a$ ) of uniform vorticity, say $2 \Omega$, and the exterior is irrotational. Only the azimuthal flow velocity is non-zero given by,

$$
u_{\theta}=\left\{\begin{array}{l}
\Omega r \text { for } r \leq a,  \tag{29}\\
\Omega a^{2} / r \text { for } r>a .
\end{array}\right.
$$

The two key parameters governing the entrapment of the bubbles [35] are: (a) $\Pi=\Omega^{2} a / g$ which estimates the relative strength of the inertial force driving the particles towards the core of the vortex to the gravitational force and (b) the trapping parameter $S r=a \Omega / v_{T}$. Here, $v_{T}$ is terminal rise velocity of the bubbles in a quiescent liquid.

Figures 3 and 4 show planar (2D) simulations for two situations (i) $S r=2.0$, $\Pi=10.0$ and (ii) $S r=0.33$ and $\Pi=0.5$. The simulations have been performed without two-way coupling. For the first case the bubbles are influenced and trapped by the vortex to a stable point inside the vortex. This stable point can be obtained analytically by setting velocity and acceleration to zero in the governing equations for the particle motion. For a smaller entrapment parameter $(S r)$ and attracting parameter $\Pi$, the bubble path lines pass through the vortex only slightly deforming close to the Rankine vortex core. The red dot in the Figure 3 represents the theoretical stable point which is (1.4996, $1.52)$ compared to the simulation result of $(1.4922,1.539)$ for a grid size of $2^{-6}$. The theoretical stable point can be obtained by setting the velocity and acceleration of the particle motion to zero and solving for the coordinates.

## C. Source of momentum, $\boldsymbol{\Phi}_{p}$

Forces on the fluid due to particles are modeled as a source of momentum in the Navier-Stokes equation. The size of the particle being considerably smaller compared to the computational grid size, the source of momentum is a pointforce. As discussed in section III.C., we diffuse the force in a small region. Here, we discuss a test case to evaluate the numerical aspects of diffusing a point force in a small region.

A point-source of momentum in a fluid leads to a jet of fluid flowing away from the source [53]. The flow generated is axi-symmetric with the line of force as the axis-of-symmetry. A non-dimensional analysis yields a Reynolds-number-like parameter $F /\left(2 \pi \rho \nu^{2}\right)$ governing the flow. The analytical solution
for the fluid velocity is obtained by assuming a stream function $r \nu f(\theta)$. Here $r$ and $\theta$ are the radial and the azimuthal spherical coordinates. The function $f(\theta)$ is obtained by solving for the flow velocities satisfying the mass and the momentum conservation equations,

$$
\begin{equation*}
f(\theta)=2 \frac{1-\cos ^{2}(\theta)}{1+C-\cos (\theta)} \tag{30}
\end{equation*}
$$

where $C$ is a constant of integration [53]. The flow-field so obtained corresponds to the one generated by a point force at the origin. The relation between the magnitude of the force $F$ and $C$, is

$$
\begin{equation*}
\frac{F}{2 \pi \rho \nu^{2}}=\frac{32}{3} \frac{1+C}{C(2+C)}+4(1+C)^{2} \log \left(\frac{C}{2+C}\right)+8 C \tag{31}
\end{equation*}
$$

where $\rho$ is the density of the fluid and $\nu$ is the kinematic viscosity.
Due to the point source of momentum, a jet is formed by the entrainment of the slow-moving fluid pushed rapidly away from the origin. The edge of the so formed jet can be defined conveniently by the position where the streamlines are at the minimum distance from the axis. The semi-angle $\theta_{0}$ marks the azimuthal coordinate of the edge of the jet, where $\theta_{0}=\cos ^{-1}(1 /(1+C))$.

Interestingly, there is no inherent length-scale of the problem and the velocityfield diverges at the point-of-source. In numerical simulations (axi-symmetric), the length-scale of the problem is introduced by the size of the computational domain and the grid-size. We diffuse the point force in a small region using a Gaussian distribution for numerical convergence. Figure 5 shows the streamlines for $F / 2 \pi \rho \nu^{2}=50$. The theoretical result is $\theta_{0}=25^{\circ}$ and we obtain $\theta_{0}=30.2^{o}$ with a force diffused using a standard deviation of $2^{-10}$ (octgridlevel 10) after 200 units of time. Figure 6 shows the comparison of the axial velocity field at $\theta=\pi / 2$. For a grid refinement of level- 8 [33] the velocity varies as $r^{-1.46}$, for level-9 refinement as $r^{-1.14}$ and for level-10 refinement as $r^{-0.97}$. The variation in the immediate vicinity of the force is $r^{-1}$ which is in agreement with the analytical result. The flow field in the whole simulation domain adapts slowly and a good comparison between the numerical simulations and the theoretical result is obtained at large dimensionless times $(t=300)$. Figure 7 shows the streamlines for $F / 2 \pi \rho \nu^{2}=0.1$ for which a large $\theta_{0}(\sim \pi / 2)$ is obtained which is in agreement with the theoretical result [54].

To show the effect of the two-way coupling force in the presence of a large concentration of the particles we show here a simulation of the particles rising under gravitational force in a viscous fluid. A series of particles is injected with a zero velocity at a high feed rate of $f=2100$ particles per second (an array of 21 particles). Particle to fluid density ratio is 0.01 . The viscosity of the underlying fluid is $10^{-5} \mathrm{~Pa}$-s. The ratio of the particle plume width $(10 \mathrm{~cm})$ to
the domain width is 0.05 . Vorticity has been used as the criterion for adaptive mesh refinement with smallest grid size being $2^{-10}$ and the largest is $2^{-5}$. Figure8 shows the particle plume (black dots being the particles) and the color represents the strength of the vorticity with blue showing negative vorticity and red depicting positive. The thin horizontal lines demarcate the different processors used for different portions of the full computational domain (2D planar). The present simulation also serves as a test of the parallel algorithm for particle transfer. The two-way coupling leads to vorticity generation around the particle plume leading to a mixing layer type instability ([55]).

The two-way coupling leads to a momentum transfer to the surrounding initially quiescent liquid. The particles arriving in the agitated liquid respond with a mixing layer type instability as is visible in Figure 8 from the position of the particles. The non-dimensional parameter governing the flow is $\nu f /(l g)=5.25 \times 10^{-3}$ where $\nu$ is the viscosity of the fluid, $l=0.2 \mathrm{~m}$ is the width of the line of particles and $g=-10 \mathrm{~m} / \mathrm{s}^{2}$ is the gravitational constant. The particle-liquid density ratio is $10^{-2}$. The drag coefficient used is described by equation (27). The lines in the figure represent processor boundary. The simulation was run on four processors.

## V. Simulations of primary jet break-up

A liquid jet atomizes into small droplets by a high-speed coaxial air-jet flowing over it. Thin liquid ligaments form at the liquid-gas interface due to the instability. Subsequently, the ligaments break into droplets. The prediction of the droplet size distribution in an atomization process is of immense importance in several industrial applications. For example, the distribution of fuel in combustion chambers is critical to fuel economy.

A numerical simulation of atomization of a liquid jet resolving the smallest droplets becomes progressively computationally expensive with the formation of droplets. As an approximation, the droplets can be removed from the computational domain assuming the negligible effect on the atomization process [39]. However, in the process, the subsequent motion of the droplets in the simulation chamber is not accounted for. Thus, reliable measurements of the PDF of the droplet sizes are not possible. In the present study, we model the droplets as Lagrangian particles moving under the influence of fluid forces.

In the present section, we discuss an atomization simulation, performed on a parallel machine using eight nodes, with small droplets transformed into Lagrangian particles. A parallel cluster of Dual Core AMD Opteron(tm) Processors 265 with 996.730 Mhz . and 1024KB cache size has been used to perform simulations. A computational time of five days was required to obtain results
for one unit of time.
A planar simulation of a liquid jet destabilized by a high-speed co-flowing gas has been performed. A thin tapered separator plate (Figure 9) separates the liquid and gas flow near the inlet as in the experiments of Cartellier et al. [56]. The taper angle ( $=$ half angle of the wedge) used in the present simulation is $3.5^{\circ}$ and the thickness of the separator plate at the inlet is $150 \mu m$. The flow parameters of the liquid and gas used are given in Table 2. The nondimensional parameters governing the process are, liquid-gas momentum ratio $M=\rho_{g} U_{g}^{2} / \rho_{l} U_{l}^{2}=16$, gas and liquid Reynolds numbers ( $R e_{g}=\rho_{g} U_{g} \delta_{g} / \mu_{g}=2060$ and $\left.R e_{l}=\rho_{l} U_{l} \delta_{l} / \mu_{l}=5000\right)$ and Weber number $W e_{g}=\rho_{g} U_{g}^{2} \delta_{g} / \sigma=10.2$. The thickness of the boundary layer in the gas, $\delta_{g}=6.05 R e_{g}^{-1 / 2} H_{g}$, at the nozzle inlet is a function of $R e_{g}$. It is prescribed at the nozzle inlet using an experimental correlation [57]. The thicknesses of the liquid and gas jets are $H_{l}=1 \mathrm{~cm}$ and $H_{g}=1 \mathrm{~cm}$, respectively. A similar correlation has been used at the liquid inlet to obtain $\delta_{l}$. The smallest grid size in the simulation is $H_{g} / 2048$ ( $=4.88$ microns) for resolving the interface. The interface and the separator plates are resolved with the finest grid cells. The criterion for adaptive refinement based on local vorticity is different in different regions. The boundary condition at outlet is outflow and at the inlet is specified by boundary layer thicknesses described earlier [39].

The mechanisms leading to the atomization of a jet are a topic of current active research. One mechanism involves a predominant role of the gas phase. The study of the stability of a two-phase mixing layer shows that the interface becomes unstable when the relative velocity of gas and liquid is sufficiently high compared to surface tension. Crests of the instability at the liquid-gas interface gain momentum from the gas jet leading to the roll-up of the interface, and the formation of thin ligaments. Further, ligaments break into droplets. We model the droplets so formed during atomization by transforming them into particles to be tracked with the Lagrangian particle model described in Sec. III.. Such a transformation is performed for any droplets in the computational domain that occupy less than 25 computational cells. The local computational grid upon transformation is coarsened.

Figure 10 shows a snapshot of an atomization simulation with parameters in Table 2 and non-dimensional parameters mentioned before. The dots in the figure represent droplets which have been modeled as Lagrangian particles. Droplets once formed are entrained into the fast moving air-stream and are scattered in a wider region. The particles formed from droplets are resolved again by VOF when they approach a VOF-resolved interface. The sequence in Fig. 11 represents two such scenarios encountered during the simulation. The droplet upon hitting the interface causes a splash and may initiate a fragmentation of the bigger lump of liquid into which it collided. In the upperhalf of the figure a collision between a particle and a smaller lump of liquid
causes breakup of the liquid structure into smaller fragements. Therefore, such interactions can modify the droplet size distribution.

Figure 12 shows the particle trajectories of the droplets formed near the inlet. The line-color represents the diameter of the particles marked in the legend. The particle lines maintain a near-constant angle with the mean jet flow. A few particles have a shorter life span before they collapse back into the liquid jet.

Figures $13(\mathrm{a})$ and $13(\mathrm{~b})$ show the probability density distributions (PDF) of the droplets in two different regions of the computational domain (a) close to the nozzle inlet ( $4 \mathrm{~cm} \times 4 \mathrm{~cm}$ box) and (b) far from it (marked in Fig. 10). Figure 13(a) shows a rather sharp peak for a diameter $(10-20 \mu m)$ and another smoother peak of the distribution for a diameter $(40-50 \mu m)$. In contrast, Fig. 13(b) shows a clear peak of the distribution at $\sim 120 \mu m$ suggesting formation of larger droplets away from the nozzle. The thin lines in the figure represent box boundary at every 2 cms . The above PDFs, thus, delineate the two mechanisms of formation of droplets, namely, by primary atomization of the jet and another by break-up of bigger fragments of liquid emerging downstream. The smallest droplets interact with the bigger lumps of liquid downstream leading to a shift in the droplet size distribution to large droplet sizes.

## VI. Conclusions

In the present study we performed multiscale numerical simulations by combining a Volume-of-Fluid (VOF) algorithm with a Lagrangian particle tracking algorithm. The two-way coupling between Lagrangian particles and the fluid incorporated the loss or gain of momentum in the fluid because of the presence of particles. A spatial algorithm has been implemented for efficient and speedy prediction of possible collisions between particles. The algorithm has been validated with a set of test cases.

Employing the algorithm for the numerical simulations of atomization of a liquid jet by a high-speed coaxial gas flow, we transformed small droplets needing high grid resolution into Lagrangian particles. The atomization simulation presented in the current study has been performed for a high liquid-gas density ratio of 100 and a high momentum ratio of 16 . The process reduces the computational cost considerably, enabling us to simulate a swarm of droplets spreading outward from the liquid jet. The trajectories of the droplets formed show a near constant angle with the mean jet flow. A PDF of the droplet sizes in two different zones of the computational domain (near the nozzle inlet and far from it) delineates the two mechanisms of droplet formation in the
atomization process.
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## Tables

| Grid | Error $L_{2 \boldsymbol{x}}($ in \%) | Error $L_{2 \boldsymbol{u}}$ (in \%) |
| :---: | :---: | :---: |
| $2^{4} \times 2^{4}$ | 3.36 | 5.11 |
| $2^{5} \times 2^{5}$ | 1.36 | 2.16 |
| $2^{6} \times 2^{6}$ | 0.89 | 0.15 |
| $2^{8} \times 2^{8}$ | 0.09 | 0.08 |

Table 1
Convergence of the error in the position and the velocity of a particle in a vortex

$$
\begin{array}{cccc}
U_{g} / U_{l} & \rho_{l} / \rho_{g} & \mu_{l} / \mu_{g} & \delta_{g} / e \\
\hline 40 & 100 & 588 & 1.17
\end{array}
$$

Table 2
Properties of the liquid and the coaxially flowing gas jet.

## Figures



Fig. 1. Parent cells of which the leaf cells are traversed for the distribution of $\tilde{\boldsymbol{\Phi}}_{p}$. The parent cell marked with thicker border is identified by moving from finer to coarser grid level satisfying the criterion that one of the cell-face is at a distance greater than $3 \sigma_{p}$. The arrows mark the neighboring cells which are also traversed for smoothed force computation.


Fig. 2. Particle tracking in a vortex flow.


Fig. 3. Particle entrapment in a Rankine vortex with $S r=2$ and $\Pi=10$. The red dot in the figure represents the theoretical stable point to which particles are attracted.


Fig. 4. Particle trajectories through a Rankine vortex with $S r=0.33$ and $\Pi=0.5$.


Fig. 5. Streamlines for a point force corresponding to $F /\left(2 \pi \rho \nu^{2}\right) \sim 50$


Fig. 6. Comparison of computed axial-velocity (at $\theta=\pi / 2)$ for $F /\left(2 \pi \rho \nu^{2}\right) \sim 50$ for different grid-resolutions with the analytical solution of Landau [52].


Fig. 7. Streamlines for a point force corresponding to $F /\left(2 \pi \rho \nu^{2}\right) \sim 0.1$


Fig. 8. Particle plume. Simulation has been run using four processors solving each of the four subdomains separated in the figure by solidlines. The color represents the strength of the voriticity (blue showing negative vorticity and red depicting positive) and black dots represent point particles.


Fig. 9. (a) Shape of the nozzle separating the gas and liquid jets near the inlet. (b) Nozzle boundary cutting through the Eulerian grid cells. Cut cell method has been employed to impose the no-slip boundary condition accurately at the nozzle surface [32].


Fig. 10. Break-up of a liquid jet by a high-speed coaxially flowing gas-jet. A cloud of small droplets, modeled as Lagrangian particles (shown in red), formed during the atomization process are advected and spread by the high speed gas. The two dash boxes mark regions where we perform PDF of droplets.


Fig. 11. (a) A close view of the distribution of the droplets transformed (b) An instant when a transformed droplet hits back a VOF resolved interface.


Fig. 12. Trajectories of the particles formed near the nozzle-inlet. The color of the trajectories correspond to logarithm (base 10) of the particle diameter with the adjoining color-index. The dark line shows the mean-trajectory $\left(\sim 18^{\circ}\right)$.


Fig. 13. Probability density distributions of the diameter of the droplets formed at a location (a) near the nozzle-inlet (b) further downstream as marked in the Figure 12. The abscissa of the plots show the diameter of the droplets in $\mu \mathrm{m}$.
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