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Abstract

Modeling and simulation of atomization is challenging due to the existence of a wide range of length scales. This multiscale nature of atomization introduces a fundamental challenge to numerical simulation. A pathway to comprehensive modeling is still to be found. The present study proposes a multiscale multiphase flow model for atomization simulations, where the large-scale interfaces are resolved by the Volume-of-Fluid (VOF) method and the small droplets by the Lagrangian Point-Particle (LPP) model. Particular attention is focused on the momentum coupling between LPP and resolved flow and the conversion between droplets represented by VOF and LPP. A series of multiphase flow problems are considered to validate the model. The results obtained by a number of simulations are compared against direct numerical simulation (DNS) results and experimental data. In particular, the
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model is applied to simulate the gas-assisted atomization experiment, and the numerical results are compared to the experimental measurements for a quantitative validation.
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1. Introduction

Atomization is an important fundamental multiphase flow problem. As it is essential to many engineering applications, such as fuel injection in combustion engines, many experimental and numerical studies on the topic have been reported in the literature [31, 38, 16, 22, 49, 53, 39, 23]. Nevertheless, the mechanisms that control spray formation and evolution are far from being understood. Numerical simulation has been shown to be a powerful tool to investigate atomization, in particular in providing physical insight into fundamental physics and aspects of the phenomenon that are difficult to be examined experimentally. However, modeling and simulation of atomization is challenging due to the existence of a wide range of length scales, as in an atomizing liquid jet they can vary from the length of the jet (several cm) to the size of the smallest droplets (submicrons). This multiscale nature of atomization introduces a fundamental challenge to numerical simulation. A pathway to comprehensive modeling is still to be found.

In the past decades, sophisticated numerical schemes have been developed to capture or track the interface evolution, such as the Volume-of-Fluid (VOF) [28], Level-Set (LS) [52], and Front-Tracking methods [54]. With these numerical schemes accurate direct numerical simulations (DNS) of mul-
tiphase flows with complex interfaces can be conducted. In particular, the VOF method has the advantage of conserving mass and is in a good balance between accuracy and implementation complexity. In previous studies of our group, VOF has been applied to a variety of multiphase flows with complex interface topology change, like primary atomization, droplet splash, rising bubble, yielding accurate simulation results.

Direct numerical simulation with interface capturing/tracking schemes is a very powerful tool to understand the fundamental physics of atomization. However, the range of scales that can be covered by DNS with today’s computing capability is still smaller than what would be needed for practical applications or even comparison to experiments. Adaptive Mesh Refinement (AMR) techniques have been developed and utilized in multiphase flow simulation to reduce the cost of computation. In AMR, a fine mesh is used only in the regions that require a higher resolution, such as near the interface and in shear layers. Nevertheless, even with AMR, DNS is still often too expensive for many atomization problems. The most demanding mesh requirement is usually introduced by the small droplets that are formed in atomization. Typically, to obtain reasonable results of motion and interface dynamics for a spherical droplet, at least eight to twelve grid points across the droplet diameter are required. It is known from experiments that the diameter of the atomizing liquid jet is about three orders of magnitude larger than the smallest droplets. For such a wide range of length scales, the number of grid points that is required to resolve every scale, namely a true DNS, is extremely expensive even with AMR.

An alternative approach to resolve this multiscale challenge in atomiza-
tion simulation is to introduce subgrid models, although the two ideas could be combined. The idea of subgrid modeling is very simple: only the physical scales larger than the cell size are resolved, while for the physical scales that are smaller suitable models are introduced to represent the relevant physics. A good example of subgrid modeling is the Large-Eddy Simulation (LES) model for turbulence. [44] In LES, a low-pass filtering is applied and only the large eddies are resolved. As a result, a coarser mesh compared to DNS of turbulence can be used. However, to accurately capture the large-scale physics, the small unresolved turbulent eddies and their interaction with the large scales have to be represented by a subgrid model, such as the Smagorinsky model [50]. For turbulent multiphase flows like atomization, subgrid modeling is more challenging due to the complex multiphase dynamics. If a spatial filter of a constant filtering length is applied to the whole flow field, then the subgrid model would need to capture a variety of multiphase dynamics, such as the formation of sheets, ligaments, and droplets, droplet dynamics, droplet impact on liquid interface, interface-turbulence interaction, and droplet-turbulence interaction. Such comprehensive subgrid models are exceedingly complex and the current knowledge of many of the above phenomena still requires significant improvement for the development of accurate models. Nevertheless, as the droplets formed in atomization are usually very small, it is easier to only apply subgrid modeling for their motion, and the Lagrangian point-particle (LPP) approach is a perfect candidate.

The LPP model has been widely utilized in particle-laden flows and sprays [2, 6]. In LPP, the particles (or droplets) are viewed as point masses and the flow around individual particles is not resolved. To accurately track the par-
articles and the backward effect to the carrier flow, physical models are needed to calculate the instantaneous force acting on the particles. Eventually, in a so-called Eulerian-Lagrangian simulation, the macro-scale fluid flow is resolved in an Eulerian framework and the point-particles are evolved in a Lagrangian framework. In atomization, the typical Weber number of the droplets, \( \text{We}_p \), is usually very small. (Precise definition of \( \text{We}_p \) will be given in section 2.) As a result, the droplets remain close to a spherical shape, and the LPP model is suitable to capture their motion and the backward effect to the flow. From the filtering perspective, LPP can be viewed as a local spatial filter with a variable filtering length scale [13]. Since it is difficult to filter the overall flow field, filtering is only applied at the particle location with a filtering length scale which is related to the droplet size. In this work, a multiscale simulation approach that couples the LPP model and an interface-capturing scheme is proposed. In this approach, the goal is to filter the scales on the order of a small number, say \( n_c \), of grid cells, and to represent larger scales. Thus droplets of a diameter smaller than or of the order of \( n_c \Delta x \) are represented by the LPP model, while larger droplets and fluid masses are represented by an interface tracking scheme. Thus part of the flow is represented in a DNS-like manner while both the flow inside the small droplets and the surrounding flow perturbed by these droplets are filtered. Thus the motion of the small droplets and their backward effect to the resolved flow are represented by the LPP force model. Moreover, care is taken to work with Reynolds and Weber numbers sufficiently moderate to minimize the energy present at such small scales.

In recent years, several pioneering efforts have been made to couple the
LPP model with interface-capturing schemes, such as LS [27] and VOF [53]. The results are quite encouraging and show the great potential of this multiscale approach for accurate large-scale simulations of atomization. However, there still exist unresolved issues in the coupling of LPP with interface-capturing schemes which require further investigation and validation. In conventional simulations with the LPP model the grid cell is much larger than the particle size, typically $d_p < \Delta x/10$, where $d_p$ and $\Delta x$ represent the particle diameter and cell size, respectively, as shown in Fig. 1 (a). As a result, a single computational cell may contain many particles. Sometimes, the number of particles in a cell is so large that a super-particle technique is utilized, in which one computational particle (or parcel) is used to represent many physical particles. In contrast, for a fully resolved droplet (RD), typically about ten grid points per diameter are required, as in Fig. 1 (d). The ratio $d_p/\Delta x$ has a significant jump of about two orders of magnitude between these two limits. Even if AMR is considered, it is impossible to adapt the mesh to such a spatial jump in a single time step when a resolved droplet is converted to a Lagrangian particle or vice versa. In yet another numerical setup, if the grid were stretched and the droplet moved from a high density grid to a coarse grid region, a transition region of poor resolution would again be encountered. Thus in all cases the mesh has to be adapted gradually, covering regimes where the grid resolution of the droplet lies in between the two extreme limits, as in Figs. 1 (b) and (c). For these two intermediate conditions, $d_p$ is only a few times larger than $\Delta x$, and with such a resolution the flow inside and outside the droplet is not captured accurately by DNS. It is therefore reasonable to convert these poorly-resolved droplets to LPP, but
Figure 1: Droplet representation at different grid resolutions: (a) \( d_p \approx \Delta x/10 \), (b) \( d_p \approx \Delta x \), (c) \( d_p \approx 4\Delta x \), and (d) \( d_p \approx 10\Delta x \).

because of the larger-than-grid-size droplets the required modeling is much more challenging than in conventional case.

The challenge mainly comes from the coupling between the LPP droplets and the resolved fluid flow. The fluid-dynamic force acting on each individual droplet is crucial to LPP models, since it determines both the droplet motion and the backward effect to the fluid. Typically, the calculation of this force requires the undisturbed fluid velocity at the droplet location. For the simple case of a single droplet, the “undisturbed fluid velocity” can be considered as the fluid velocity without the local perturbation induced by the droplet, or the fluid velocity far away from the droplet location if a uniform flow is imposed. For the case with many droplets, the undisturbed fluid velocity “seen” by a LPP droplet can be considered as the fluid velocity when the droplet of interest is absent but all the other droplets are present. [5] Because the droplets and the fluid are two-way coupled, not only the fluid exerts a fluid-dynamic force on the droplets, but this force is also exerted back to the fluid with an opposite sign.

Conventionally, the droplet force is applied to the fluid as a point source located at the center of mass of the droplet [13]. Strictly speaking, after
the droplet force is added, the undisturbed fluid velocity is not available anymore, since the fluid flow has been “perturbed”. However, for a droplet that is much smaller than the computational cell the perturbation induced by each individual droplet to the fluid within a cell is indeed small. As a result, the fluid velocity stored in the cell is a good approximation of the undisturbed fluid velocity. On the other hand, for droplets that are larger than the cell size, if the force is also applied as a point source then the fluid velocity of the cell, where the center of mass of the droplet is located, will be influenced significantly and it cannot be considered equal to the undisturbed fluid velocity. Furthermore, if the undisturbed fluid velocity is not computed correctly, an error will be present in the droplet force and it will propagate back to the resolved fluid flow, thus leading to serious computational errors.

It should be reminded that, even though the local perturbation of the flow at the scale of the droplet size is ignored in the LPP model, the LPP droplets and the resolved fluid flow are still two-way coupled. Since the force exerted on each individual LPP droplet is subtracted from the resolved fluid flow, the presence of LPP droplets will influence the resolved flow. However, this influence is only at a spatial scale that is much larger than the droplet size [5].

In the conversion from a resolved droplet to a LPP droplet (RD-to-LPP) the phase-characteristic function $\chi$ in the region occupied by the droplet is changed from the value $\chi = 1$ of the liquid phase to $\chi = 0$ of the gas, as in Fig. 2. Moreover, the local perturbation induced by the droplet in the fluid velocity field should be removed carefully, as depicted in Fig. 2, so that the “undisturbed fluid velocity” is available to compute the fluid-dynamic force
acting on the LPP droplet. The inverse conversion (LPP-to-RD) requires a similar treatment.

In recent years, more sophisticated LPP models have been proposed for larger-than-grid-size solid particles, such as the Force-Coupling method (FCM) by Maxey and his colleagues [41, 40, 37, 36]. Instead of computing the actual fluid-dynamic force exerted on the particle, a Gaussian distribution of external force monopoles and dipoles is applied to mimic the local perturbation. In such a case, the undisturbed fluid velocity is not required to model the interphase coupling. However, FCM is developed based on the multipole expansion of Stokes flows. Extension to droplets with finite Reynolds number is difficult. Even for droplets with small Reynolds number, FCM typically requires four to six grid points per particle diameter [36]. It is thus inapplicable in atomization simulations, since we need to deal with droplet resolution $d_p/\Delta x$ going continuously from the very small to four grid points.
The goal of the present study is to propose a multiphase flow model for atomization simulations, where the large-scale interfaces are resolved by the VOF method and the small droplets by the LPP model. To focus on the development and validation of the LPP model, in particular for droplets that are larger than the grid size, we perform the study on a fixed grid. The application of the LPP model in an octree AMR framework will be considered in future works. When an adaptive grid is used, the cell size can be increased (gradually) by at least an order of magnitude, after the small resolved droplets are converted to LPP droplets. In such a case, the total computational cost can be reduced significantly. For a fixed grid, even though the reduction of computational time is not striking, there are several other important advantages to represent small poorly resolved droplets by the LPP model. First, the LPP model typically yields more accurate results on droplet dynamics than keeping the droplets resolved by VOF with poor resolution \( d_p < 4\Delta x \). Second, the poorly resolved droplets are usually removed in VOF simulations [49]. An unaccounted-for removal of the small droplets formed makes the measurements of probability density function (PDF) of droplets impossible and also leads to a loss of physics. With the LPP model, these droplets can be kept as LPP droplets. Third, the poorly-resolved droplets sometimes cause numerical instability, (which is the motivation to remove them), converting them to LPP improves the numerical stability of the simulation and speeds up the convergence of Poisson solver slightly.

The multiphase flow models, corresponding equations and numerical methods are presented in Section 2. A series of multiphase flow problems are
considered to validate the approach, and the results obtained by a number of simulations are compared against DNS results and experimental data in Section 3. In particular, the model is applied to simulate the gas-assisted atomization experiment by Descamps et al. [16]. This experiment is of particular interest because the drop trajectories and drop flying angle statistics are measured. The numerical results are compared to the experimental measurements for a quantitative validation. Finally, we summarize the conclusions of the present study in Section 4.

2. Modeling and numerical methods

Our numerical approach is made up of two main components. The first one for the resolved flow contains a VOF method similar to that implemented in several open-source codes such as SURFER, Gerris, and Basilisk. The other one is the Lagrangian point-particle (LPP) method, which is the main topic of this paper. The combined approach has been implemented in the more recent free code PARIS-Simulator [3].

The LPP model can be viewed as a local spatial filtering on top of the small droplets with a variable filtering length scale. The LPP droplets are those with a diameter smaller than the cut-off droplet size in the flow field. The cut-off droplet size is generally a function of the grid resolution, say $d_{\text{cut}} \approx (4–6) \Delta x$, since droplets with a diameter smaller than $d_{\text{cut}}$ are poorly resolved. Furthermore, droplets should also satisfy the physical requirement of an associated small Weber number, $W_{\text{ep}}$, so that they remain almost spherical. The filtered flow contains both phases and is governed by the incompressible, variable-density, Navier-Stokes equations, with the interface
evolution described by the VOF method. However, the LPP model and the coupling techniques here presented can be applied to other interface methods, such as Level-Set and Front-Tracking. The fluid flow around and inside the droplets is not resolved, and the LPP force model is used both to calculate the droplet motion and as a closure model to account for the effects of the droplet dynamics on the resolved or filtered flow field.

The flowchart of the combined algorithm is shown in Fig. 3. For the resolved flow, the Navier-Stokes (NS) equations and the color function advection equation are first advanced in time. Then the separated liquid struc-
tures are identified and tagged by examining the volume fraction $C$ field. The resolved droplets that are qualified for LPP are then submitted to the RD-to-LPP conversion routine. On the other side, the equation of motion for each LPP droplet is solved to update its velocity and position. The LPP droplets are then examined to check if they are still qualified to remain particles, if not they are converted back to resolved droplets. While the resolved flow properties are needed to integrate the LPP equation of motion, the force exerted by the flow on the LPP droplets should be subtracted from the flow momentum equation. Thus the NS and LPP solvers are two-way coupled.

A description of the various solvers and routines is given in the following sections.

### 2.1. Governing equations and numerical methods for the resolved flow

#### 2.1.1. Governing equations

The one-fluid approach is employed to compute the resolved two-phase flow, where the liquid and gas phases are treated as one fluid with material properties that change abruptly across the interface. The incompressible, variable-density, Navier-Stokes equations with surface tension are

$$\rho(\partial_t \mathbf{u} + \mathbf{u} \cdot \nabla \mathbf{u}) = -\nabla p + \nabla \cdot (2\mu \mathbf{D}) + \sigma \kappa \delta \mathbf{n} - \mathbf{f}_p,$$

$$\nabla \cdot \mathbf{u} = 0,$$

where $\rho$ and $\mu$ are the fluid density and viscosity, $\mathbf{u}$ and $p$ the velocity and pressure fields, and $\mathbf{D}$ the deformation tensor with components $D_{ij} = (\partial_i u_j + \partial_j u_i)/2$.

The volume fraction $C$ is introduced to distinguish the different phases, in particular $C = 1$ in the computational cells with only the liquid phase,
and its time evolution satisfies the advection equation

\[ \partial_t C + \mathbf{u} \cdot \nabla C = 0. \]

The fluid density and viscosity are then defined by

\[ \rho = C \rho_l + (1 - C) \rho_g, \]
\[ \mu^{-1} = C \mu_l^{-1} + (1 - C) \mu_g^{-1} \quad \text{or} \quad \mu = C \mu_l + (1 - C) \mu_g. \]

The arithmetic mean is used for density, while the arithmetic or harmonic means are used for viscosity according to the physical problem [8, 56].

The third term on the right hand side of Eq. (1) is a singular term, with a Dirac distribution function \( \delta_s \) localized on the interface, and it represents the surface tension force. The surface tension coefficient is \( \sigma \), and \( \kappa \) and \( \mathbf{n} \) are the local curvature and unit normal of the interface.

Finally, the last term of Eq. (1), \( f_p \), is the closure term that accounts for the backward effect of the LPP droplets on the resolved flow.

2.1.2. Numerical methods

Navier-Stokes solver. The Navier-Stokes equations, Eqs. (1) and (2), are solved by the projection method [10]. The time integration is conducted by a second-order predictor-corrector method [55]. The finite-volume approach on a regular, cubic staggered grid is utilized for spatial discretization. The advection term is discretized by the third-order QUICK scheme [33]. The viscous term is treated explicitly with the standard second-order centered difference scheme. In the projection step, an elliptic equation for the pressure is solved by a red-black successive overrelaxation (SOR) Gauss-Seidel iteration method, which is found to be competitive with a more complex multigrid solver, probably because of the small time step constraint.
Volume-of-Fluid method. The piecewise-linear geometrical Volume-of-Fluid method is used to solve the color function advection equation Eq. (3) [48]. The overall VOF method proceeds in two steps: interface reconstruction and then its advection. The interface reconstruction is performed using a piecewise-planar interface representation in each cell. The interface normal is computed by the Mixed-Youngs-Centered (MYC) method [4]. After the reconstruction, direction-split geometrical fluxes are computed to advect the interface. [15, 47] The VOF method has been shown to preserve sharp interfaces and be close to second-order accuracy for practical applications [4, 45, 9].

Curvature and balanced-force surface tension calculation. The height-function (HF) method is employed to calculate the local interface curvature, in a manner similar but not identical to the method implemented in Gerris [45]. We compute height function values whenever a 1D block of cells exists with a full cell on one side and an empty one on the other side. The block should be at most of length $N_H = 9$ cells. We then progress with a hierarchical sequence of steps: i) when all the height values in a $3 \times 3$ stencil that includes the cell under examination are present, the curvature is computed by a finite difference calculation [45]; ii) when only 7 or 8 heights are found, the resulting interface points are fitted by an elliptic paraboloid that approximates the shape of the local interface. However, the height values must be of the same kind, which means no mixing of the heights along the $z$ direction, with widths or depths along $x$ and $y$. The derivatives of the height function are then given in terms of the coefficients of the paraboloid; iii) when less than 7 or 8 heights are found, we use a mixture of heights, widths and depths to
get a set of at least 7 points. This set is trimmed to eliminate points that are too close to each other: when two points are less than half a cell size apart, only one of the two points is kept. Unlike [45], the coordinate system is not rotated and the points are directly fitted to an elliptic paraboloid with the axis along the direction with the largest normal component; iv) when the previous option fails, all heights, widths and depths are discarded and we use the centroid of the interface fragments reconstructed with the VOF method to create a set of points, which are then fitted to an elliptic paraboloid.

As in several other works [46] [21] [45], a balanced-force surface tension discretization is employed. We have checked that the method produces accurate curvatures in 2D and 3D test cases and well–behaved droplet oscillations in air–water systems.

### 2.2. Lagrangian point-particle model for the unresolved small droplets

The Lagrangian point-particle approach has been widely used in turbulent dispersed multiphase flows [5, 6]. The key idea of the LPP model is to approximate the dispersed phase, made up of small solid particles, droplets or bubbles, as point masses. As a result, the flow at the scale of these particles is not resolved. To accurately track the LPP droplets in the Lagrangian framework, the force exerted on each individual droplet is calculated in terms of the undisturbed flow field properties. The closure is typically given by the force model or the so–called equation of motion (EOM) [14, 42, 25]

\[
\frac{d\mathbf{u}_p}{dt} = \frac{\bar{\mathbf{u}} - \mathbf{u}_p}{\tau_p} + \rho \frac{D\bar{\mathbf{u}}}{Dt} + \frac{C_m \rho}{\rho_p} \left( \frac{D\bar{\mathbf{u}}}{Dt} - \frac{d\mathbf{u}_p}{dt} \right) + \mathbf{g},
\]

where \( \mathbf{u}_p \) is the particle velocity, \( \bar{\mathbf{u}} \) the local undisturbed flow velocity, \( \tau_p, \rho_p, \) and \( C_m \) the response time, density, and added-mass coefficient of the LPP.
droplet. The modified gravity acceleration is denoted by \( \mathbf{g} = (1 - \rho/\rho_p) \mathbf{g}' \), where \( \mathbf{g}' \) is the gravity acceleration.

The droplet Reynolds and Weber numbers can then be defined as

\[
\text{Re}_p = \frac{\rho \, d_p \, |\dot{u} - \mathbf{u}_p|}{\mu}, \tag{7}
\]

\[
\text{We}_p = \frac{\rho \, d_p \, |\dot{u} - \mathbf{u}_p|^2}{\sigma}. \tag{8}
\]

The position \( \mathbf{x}_p \) of a LPP particle is then updated by integrating

\[
\frac{d\mathbf{x}_p}{dt} = \mathbf{u}_p. \tag{9}
\]

In the present study the LPP model is used to represent liquid droplets, therefore physical properties denoted by the subscript \( p \) correspond to those of the liquid phase, for example \( \rho_p = \rho_l \). The variables without subscript refer to the resolved flow.

The force terms on the right hand side of Eq. (6) represent the quasi-steady force, the pressure-gradient force, the added-mass force, and the gravity force, respectively, while the Basset-history force has been ignored for simplicity [42, 35]. The relative importance in turbulent flows of the unsteady forces compared to the quasi-steady force is investigated by a scaling argument in [35]. The unsteady forces are necessary to accurately capture the LPP droplet motion when the LPP droplet size becomes comparable to the Kolmogorov scale and the density ratio \( \rho_g/\rho_p \) is significantly large. In the present study, we consider droplets with a rather small ratio \( \rho_g/\rho_p \), therefore it is expected the contribution of the unsteady forces to be small. Nevertheless, the pressure-gradient and added-mass forces are retained to capture the leading order effect of the unsteady mechanisms.
The quasi-steady force in Eq. (6) is written as the Stokes drag multiplied by a correction function $\phi$, which takes into account the effect of finite $Re_p$. In the case of liquid droplets, for which $\mu_l \gg \mu_g$, the standard drag correlation for solid particle can be employed [11]

$$
\phi(Re_p) = 1 + 0.15 Re_p^{0.687} + 0.0175 Re_p \left( 1 + \frac{42500}{Re_p^{1.16}} \right)^{-1}. \tag{10}
$$

The response time $\tau_p$ of the LPP droplet is expressed as [12]

$$
\tau_p = \frac{\rho_p d_p^2}{18 \mu}. \tag{11}
$$

In atomization, the small droplets are generally dispersed downstream of the jet. As a result, their total volume fraction is low and the inter-droplet interaction (the four-way coupling effect) can be ignored.

A second-order predictor-corrector method is used for the time integration of the particle velocity and position, Eqs.(6–9), which is consistent with the algorithms used for the resolved flow.

2.3. Momentum coupling between LPP and resolved flow

The force exerted by the resolved flow on the LPP droplets is referred to as forward coupling and its computation is based on the resolved flow properties, Eq. (6). Due to Newton’s third law, the force exerted on the LPP droplets needs to be subtracted from the resolved flow and is referred to as backward coupling. This forcing term is represented by $f_p$ in the resolved flow momentum equation, Eq. (1).

In the conventional LPP model, the computational cell is usually much larger than the LPP droplet size and many droplets are contained in each
cell. The forcing term $f_p$ is then computed by a volume average over the LPP droplets

$$f_p = \frac{1}{V_c} \sum_{i=1}^{N_{p,c}} F_{fp,i},$$

(12)

where $V_c$ and $N_{p,c}$ are the cell volume and the number of droplets in that cell. Note that only the force due to fluid-LPP-droplet interaction needs to be subtracted from the momentum equation

$$F_{fp,i} = m_{p,i} \left( \frac{d}{dt} u_{p,i} - g \right).$$

(13)

Although there exist issues of coupling LPP back to the resolved flow due to the number density fluctuation [51, 34], the handling of two-way coupling is relatively easy. Since the fluid velocity corresponds to an average value over the cell, and the cell contains a large number of LPP droplets, then their influence is automatically filtered out (but the effects of the ambient flow and other LPP droplets outside the cell are retained). As a result, the stored fluid velocity can be used directly as the undisturbed fluid velocity in Eq. (6).

However, in the present LPP model the droplets are bigger than the cell size, the two-way coupling becomes more complicated and in particular Eq. (12) is not valid any more. What’s even worse is the fact that if the force $F_{fp,i}$ is applied to the cell where the mass center of the LPP droplet is located, or is distributed to all the cells occupied by the LPP droplet, the resolved flow will be affected significantly.

For this reason, we retain Eq. (6) and, as suggested by Maxey et al.[41], write the resolved velocity $u$ as the sum of two contributions, $u = \tilde{u} + \hat{u}$. The first term $\tilde{u}$ represents the undisturbed fluid velocity, the second one $\hat{u}$
is the velocity disturbance induced by the droplet under examination, a term which is filtered out in the conventional LPP model.

When there are only a few LPP droplets in the flow field, their contribution to the momentum equation of the resolved flow is small, and a simple solution is to neglect the coupling force term $f_p$ in Eq. (1). This is the one-way coupling approximation for which $\tilde{u} = 0$ and $\hat{u} = u$. It has been found in previous works that the effect of the coupling force on changing the fluid momentum is related to the mass fraction of dispersed phase, [14, 35], hence in the one-way coupling assumption the error in $\tilde{u}$ increases with the mass fraction of the LPP droplets. [18]

In order to obtain a better estimate of $\tilde{u}$, we propose to calculate $f_p$ as

$$f_p = \sum_{i=1}^{N_p} F_{fp,i} G(x - x_{p,i}) ,$$

where $N_p$ is now the total number of LPP droplets in the flow field. The Gaussian function $G(x - x_{p,i})$ is a numerical representation of the LPP droplet coupling force [41]

$$G(x) = (2\pi \mathcal{L}^2)^{-3/2} \exp(-|x|^2/2\mathcal{L}^2) ,$$

where $\mathcal{L}$ controls the size of the region where the force should be distributed. Equation (14) is similar to that given by Maxey et al.[41], but the interpretation is different. In the present model, $\mathcal{L}$ is viewed as the length scale of a spatial filter of the coupling force at the LPP droplet location. The parameter $\mathcal{L}$ is chosen to be larger than the actual droplet size. Depending on the volume fraction of the LPP droplets, $\mathcal{L}$ is picked between 5 and 10 $d_p$. Therefore, the coupling force $F_{fp,i}$ corresponding to the $i^{th}$ LPP droplet is
smoothly distributed within a region larger than the droplet size, rather than concentrated at the droplet location. At every LPP droplet location, the contribution of the force from the present droplet to the local resolved flow is small, so that $\mathbf{u}$ computed from Eq. (1) can be used as an approximation of $\tilde{\mathbf{u}}$ in Eq. (6).

There are several advantages for treating the coupling force in the above way. First, the undisturbed fluid velocity is directly given by the resolved flow momentum equation to calculate the droplet force. Second, the integration of Eq. (14) over the whole domain yields the total force exerted on all the LPP droplets and the total momentum of the combined RF-LPP system is conserved. Third, since $\mathcal{L}$ is determined by the droplet diameter and not by the cell size, the coupling between RF and LPP droplets does not depend on the grid. This feature is quite important if the LPP model is coupled with AMR, because the calculation of the force on the LPP droplets and the backward effect on the resolved flow will not be affected when the mesh adapts itself from the well-resolved droplet regime, $\Delta x < 0.1d_p$, to the conventional LPP model, $\Delta x > 10d_p$.

The present treatment of the coupling force will only capture the backward effect of the LPP droplets on the resolved flow on length scales larger than $\mathcal{L}$. The dynamics due to fluid-droplet interaction on scales smaller than $\mathcal{L}$, such as the shear layer near the droplet interface, the wake of the droplet and the interaction with the resolved flow, will be missed.

Finally, since the LPP droplets do not in general coincide with the locations at which the fluid velocity is stored, interpolation is required to compute $\mathbf{u}$ at the LPP droplet location. [24, 34] A tri-linear interpolation is used in
the present study. When the spatial variation of the resolved flows is significant over the LPP droplet size, then picking the fluid velocity at the LPP droplet center is not sufficient and the Faxén correction is often used to generalize the force models. [19] Furthermore, if the LPP droplet moves in a shear flow, then the shear lift force will be induced. [32] Nevertheless, the LPP model is only applied to small droplets in the present study, the effect of inhomogeneous ambient flows on the droplet force is expected to be generally small and thus the Faxén and lift forces are neglected.

2.4. Two-way conversion between LPP and resolved droplet

The flow chart of the combined algorithm in Fig. 3, shows the tight coupling between the two solvers for the resolved flow and the LPP droplets. In atomization simulations that consider the jet formation as well, the initial flow is completely resolved with the VOF method, since small droplets are not yet formed. Once the liquid jet starts to atomize, the droplets away from the interface are converted to LPP droplets. Some of the LPP droplets may follow trajectories that bring them back toward the interface. These droplets may be converted back to resolved droplets. The conversion algorithm is summarized in Fig. 4.

2.4.1. Conversion Criteria

The criteria to determine whether a droplet should be represented by the LPP model or remain resolved depend on its shape and position.

The present LPP force model assumes the droplet to be spherical. When the droplet Weber and Reynolds are large, or when the droplet Capillary number \( C_{ap} = W_{ep}/Re_p \) becomes large the droplet may deform significantly
Tagging

\[ \text{for } i_{\text{cell}} = 1, N_{\text{cell}} \text{ do} \]
\[ \quad \text{Identify separated droplets and generate RD array} \]
\[ \quad \text{Perform droplet calculation (droplet volume, etc)} \]
\[ \text{end for} \]

RD-to-LPP Conversion

\[ \text{for } i_{\text{RD}} = 1, N_{\text{RD}} \text{ do} \]
\[ \quad \text{Check conversion criteria} \]
\[ \quad \text{if Droplet } i_{\text{RD}} \text{ qualified for LPP} \]
\[ \quad \quad \text{Change non-zero color function to zero} \]
\[ \quad \quad \text{Replace perturbed flow field by undisturbed flow field} \]
\[ \quad \quad \text{Add droplet } i_{\text{RD}} \text{ into LPP array and store droplet position and velocity} \]
\[ \quad \text{end if} \]
\[ \text{end for} \]

LPP-to-RD Conversion

\[ \text{for } i_{\text{LPP}} = 1, N_{\text{LPP}} \text{ do} \]
\[ \quad \text{Check conversion criteria} \]
\[ \quad \text{if Droplet } i_{\text{LPP}} \text{ not qualified for LPP} \]
\[ \quad \quad \text{Reconstruct color function for the droplet} \]
\[ \quad \quad \text{Change velocity within the droplet} \]
\[ \quad \quad \text{Remove droplet } i_{\text{LPP}} \text{ from LPP array} \]
\[ \quad \text{end if} \]
\[ \text{end for} \]

Figure 4: Algorithm for conversation between resolved droplets (RD) and Lagrangian Point-Particle (LPP) droplets.
and the LPP model will introduce an error in its motion. However, if the
droplet diameter is less than four to six grid spacings, then the shape and
the dynamics of the droplet are not accurately represented even by the VOF
method. Therefore, droplets with moderate Weber and Reynolds numbers
should also be converted to LPP droplets. In previous atomization simu-
lations these poorly resolved droplets, with \( d_p \leq 4 \Delta x \), were removed to
improve the stability of the solver. [49] Here, instead of simply removing
them, we convert them to LPP droplets, with a positive effect on the numer-
ical stability and on the mass conservation, and with better droplet statistics
during the atomization process.

For convenience of the calculation, the droplet volume \( V_p \) is used instead
of its diameter \( d_p \) to define the droplet size. The aspect ratio \( \gamma \) is also
estimated in order to avoid converting to LPP droplets thin ligaments and
sheets. Therefore, only when \( V_p \) is smaller than a critical value, say \( V_{\text{crit}} \simeq (4^3-6^3) V_{\text{cell}} \), and \( \gamma \) is close to one, then the droplet is qualified for the LPP
model.

Furthermore, a location criterion is used to check if the droplet is away
from the liquid jet interface. Since the current LPP model does not include
either the formation of a droplet or a droplet impact on the interface, only
droplets that are at a certain distance away from the liquid jet interface can
be converted. The distance is typically chosen to be the droplet diameter \( d_p \).

The overall conversion criteria can be expressed as

\[
\{\text{LPP Qualified}\} = \{V_p < V_{\text{cut}}\} \& \& \{\lvert \gamma_p - 1 \rvert < \epsilon_\gamma \} \& \& \{x_p \in R_{ai}\},
\]

where \( \epsilon_\gamma \) is the tolerance for the aspect ratio, and \( R_{ai} \) is the region away from
the interface.
Figure 5: Conversion between a resolved droplet (RD) and a Lagrangian point-particle (LPP) droplet. The fluid flow field for the LPP droplet is slightly perturbed due to the coupling force.

2.4.2. RD-to-LPP conversion

For the conversion from resolved droplets to LPP droplets, the separated liquid structures must be first identified by tagging the color function field. The tagging approach of [27] is employed here, and cells that are attached to each other, with respect to the liquid phase, will have the same tag number. During the tagging process, calculations of the droplet properties, including its volume, aspect ratio, location and velocity of the center of mass, are also performed.
A schematic representation of the conversion from RD to LPP is shown in Fig. 5(a). In the conversion, the droplet volume $V_p$ and velocity $\mathbf{u}_p$ are first computed by an integration over the region $\Omega$ occupied by the droplet (grey area of Fig. 5(a)), namely $V_p = \int_{\Omega} \chi \, dV$ and $V_p \mathbf{u}_p = \int_{\Omega} \mathbf{u} \, \chi \, dV$, the phase-characteristic function $\chi$ is then changed from the value 1 to 0.

Moreover, the perturbed flow field in the same region should be replaced by the undisturbed flow, so that the LPP droplet sees the proper undisturbed fluid velocity. This is done by interpolating each component of the fluid velocity along the corresponding coordinate from the surface into the interior of a cubic region centered at the particle location. The edge length of the cubic region is about two times the droplet diameter (blue area of Fig. 5(a)). For example, for the velocity component $u$ along the $x$-direction, a linear interpolation is performed between the two values $u(i_1-1, j, k)$ and $u(i_2, j, k)$, where $i_1$ and $i_2$ are the indexes of the left and right boundary cells of the cubic region. The reconstructed velocity field is globally divergence-free if the velocity on the surface of the interpolation region is divergence-free. The field is also divergence-free locally if the divergence components $\partial u/\partial x$, $\partial v/\partial y$, and $\partial w/\partial z$ are constant within the region. Unless the particle Reynolds number is very small, a cubic region with an edge size twice the droplet diameter is sufficient to reconstruct the undisturbed flow field in a satisfactory way. The reconstruction of the undisturbed flow field is necessary even for the simple approach of removing the small poorly-resolved droplets from the simulation, since which minimizes the influence of the removal of droplets to the resolved flows. It has been observed in the previous work that if the small liquid structures are replaced by gas with the same velocity, the
interface instability in the resolved flow is modified. [49]

Since in the RD-to-LPP conversion, the region originally occupied by the liquid will be filled with the gas phase, it might seem that additional gas is added to the system and mass conservation is violated. As a matter of fact, the added gas is actually considered as a “ghost fluid” and is used only for the droplet force calculation. When a LPP droplet is converted back to a resolved droplet, the ghost fluid will be taken out from the system. Therefore, the ghost fluid should always be excluded from the calculation of the total mass of the system.

Furthermore, the LPP droplet represents not only the momentum of the droplet, but also the momentum of the unresolved perturbed flow around the droplet. The latter can be viewed as the momentum of a virtual volume of fluid that moves with the LPP droplet. Therefore, although the perturbed flow around the droplet is removed in the RD-to-LPP conversion, the corresponding momentum is kept. As a result, the momentum of the overall system is conserved.

2.4.3. LPP-to-RD conversion

Several conversion criteria can be devised to examine if a LPP droplet is still qualified for the LPP model, for example the droplet volume can increase due to collision and merging of droplets or to phase change. These physical processes are not considered in the present LPP model, where the only condition for converting a LPP droplet to a resolved one is that the droplet position is very close to the liquid jet interface.

A schematic picture of the conversion process is shown in Fig. 5(b), and the algorithm is described in Fig. 4. First, a spherical droplet is rebuilt
around $x_p$, by updating properly the color function in the cells that will be occupied by the resolved droplet. The ghost fluid that was added in the inverse RD-to-LPP conversion is now taken out.

In the same cells containing the new resolved droplet the velocity field needs to be updated to take care of the LPP droplet velocity. In principle, the local perturbed flow inside and outside the droplet should be reconstructed, this being the inverse process of the removal of the perturbed flow in the RD-to-LPP conversion. The reconstruction of the local perturbed flow is quite a difficult task, except in the limit of zero Reynolds number for which an analytical solution exists (however, in that case the perturbed region is infinitely large). Nevertheless, if one naively ignores the effect of the local perturbed flow and only changes the velocity inside the droplet to be the LPP droplet velocity $u_p$, then it can be easily shown that the droplet velocity will have a significant transition jump right after the LPP-to-RD conversion. This is simply due to the fact that a portion of the momentum of the droplet given in the conversion is transferred to the surrounding flow and used for the local perturbed flow development.

As described in the RD-to-LPP conversion, the LPP droplet actually contains the momentum of both the droplet and the virtual fluid moving with the droplet. In the naive conversion approach described above, only the portion of droplet is included. In order to compensate the perturbed flow that is not reconstructed, the momentum of the virtual fluid also needs to be added back. Therefore, the velocity in the cells occupied by the resolved droplet should be changed to $u'_p$ for the purpose of compensating the momentum in
the perturbed flow field around the droplet, \( \text{i.e.,} \)

\[
\rho_p V_p (u'_p - \tilde{u}_f) = \rho_p V_p (u_p - \tilde{u}_f) + \int_{V_f} \rho_f (u_f - \tilde{u}_f) dV,
\]

(17)

where \( \tilde{u}_f \) and \( u_f \) represent the undisturbed and disturbed fluid velocity around the droplet. The second term on the right hand side is the momentum of the perturbed flow field, which is approximated by assuming a virtual volume of fluid, \( \alpha V_p \), moving with the droplet velocity,

\[
\int_{V_f} \rho_f (u_f - \tilde{u}_f) dV \approx \alpha \rho_f V_p (u_p - \tilde{u}_f).
\]

(18)

Then the velocity to be used in the cells of the resolved droplet in the LPP-to-RD conversion can be expressed as

\[
u'_p - u_f = \left(1 + \frac{\rho_f}{\rho_p}\right) (u_p - u_f).
\]

(19)

The physical meaning of \( \alpha \) is the ratio between the volumes of the virtual fluid and the droplet. However, it is not easy to get a precise value of \( \alpha \). It is known that, in order to accelerate a particle, additional forces, \( \text{i.e.,} \) the added-mass and history (viscous-unsteady) forces, are needed to accelerate the ambient fluid around the particle. For the added-mass effect, it is considered that the ratio between the volumes of the virtual fluid to be accelerated through the inviscid mechanism and the particle is the added-mass coefficient \( C_M \), which is equal to 0.5 for a sphere in incompressible flows. Due to finite viscous diffusion time scale, the history force usually needs to be expressed in integral form. [7, 43] Nevertheless, it has been shown by Ling \textit{et al.}[35] that, if the particle and ambient fluid acceleration time scales are much larger than the viscous diffusion time scale, the history force can also be expressed as non-integral form like the added-mass force, and a viscous-unsteady coefficient
$C_{vu}$ similar to the added-mass coefficient $C_M$ can be derived as

$$C_{vu} \approx 8.51 \left( \frac{0.75 + 0.105 \text{Re}_p}{\text{Re}_p} \right).$$

The viscous-unsteady coefficient $C_{vu}$, can be considered as the ratio between the volumes of the virtual fluid to be accelerated through the viscous mechanism and the particle. It is shown that $C_{vu}$ decreases with the droplet Reynolds number $\text{Re}_p$. When $\text{Re}$ varies from 10 to 100, $C_{vu}$ decreases from 1.53 to 0.96. The excess momentum added through $u'_p$ is to mimic the effects of the added-mass and history forces on accelerating the surrounding fluid around the droplet. Therefore, $\alpha$ can be estimated as the sum of $C_M$ and $C_{vu}$ and thus depends on the droplet Reynolds number as well. In an actual computation, the resolution of RD is usually 4–6 grid cells across the diameter, and the local perturbed flow may not be computed very accurately. As a result, $\alpha$ usually needs to be adjusted slightly. For simplicity, a constant of $\alpha = 4$ is used in the present study, which has been shown to yield a smooth droplet velocity transition in the LPP-to-RD conversion.

3. Results

To validate the combined multiphase flow model where the smallest droplets are represented by the LPP model, four test problems with increasing complexity are conducted: settling droplet, droplet in a lid-driven cavity, pulsed jet atomization, and gas-assisted atomization. The combined model considers the point-particle approximation for small droplets, that introduces errors even when the droplets are spherical. Nevertheless, these errors should be small and should not influence the features of interest to be captured by
atomization simulations, such as droplet size PDF and droplet flying angle PDF. To validate the combined model, its numerical results are compared with experimental data or DNS, depending on the test problem.

3.1. Settling droplet

The combined model is first tested with the simulation of a liquid droplet settling in a large rectangular cuboid filled with a stationary gas, see Fig. 6(a). The relevant physical properties of the two phases and other parameters are given in Table 1. The dimensions of the tank are \( L_x = L_z = L_y/2 = 10^{-3} \text{m} \). Gravity is along the negative \( y \)-direction. The center of the droplet is initially at \((0.5L_x, 0.5L_y, 0.5L_x)\) and reaches the settling velocity at about time \( t = 0.03 \text{s} \). The droplet terminal velocity is about \( v_t = 0.04 \text{m/s} \) with a corresponding droplet Reynolds number \( \text{Re}_t \approx 0.4 \). The droplet remains about spherical during the settling due to viscous effects, and surface tension is therefore not included in this simulation.

Note that the standard drag correlation Eq. (10) is for LPP in an unbounded domain. Here, the tank width and depth are only 10 times the droplet diameter and, as a result, the tank wall has a noticeable retarding effect on the settling velocity \( v_t \). The relation between the terminal settling velocity \( v_t \) and the diameter-to-width ratio \( d_p/L_x \) has been studied by many researchers, typically in a cylindrical tube with a circular cross section. [17]
To include the wall effect, the correlation of [17]

\[ \eta = \frac{v_t}{v_{t,\text{unbounded}}} = \left( \frac{1 - d_p/L_x}{1 - 0.33 d_p/L_x} \right)^{2.7}, \]

(21)
is used to correct the drag calculation, where \( \eta \) is defined by the ratio between the terminal settling velocity in bounded and unbounded domains. This correlation is here used to correct the quasi-steady force in the equation of motion (6) in the following way

\[ \frac{d\mathbf{u}_p}{dt} = \frac{\mathbf{u} - \mathbf{u}_p \phi}{\tau_p} \frac{\eta}{\rho_p} + \frac{\rho}{\rho_p} \frac{D\mathbf{\ddot{u}}}{Dt} + C_{m\rho} \frac{\rho_p}{\rho} \left( \frac{D\mathbf{\ddot{u}}}{Dt} - \frac{d\mathbf{u}_p}{dt} \right) + \mathbf{g}. \]

(22)

In DNS without the LPP model and with cubic cells of side \( h \), four different resolutions, \( d_p/h = 2, 4, 8, 16 \), are used to resolve the droplet. With the LPP model there is only one droplet in the tank, hence the one-way coupling approximation is made and \( f_p \) is ignored in Eq. (1). As a result, \( \mathbf{\ddot{u}} \) and \( D\mathbf{\ddot{u}}/Dt \) are equal to zero. The LPP model result is simply obtained by
integrating Eq. (22) and thus it is independent of the cell size. The results for
the $y$-velocity of the droplet with only the VOF method or the LPP model
are shown in Fig. 6(b). It can be observed that the LPP result agrees well
with the DNS results obtained with the finest meshes, $d_p/h = 8, 16$, when the
droplet is sufficiently resolved. When the mesh resolution is low, $d_p/h = 2, 4$,
DNS yields errors of $16.2\%$ and $7.0\%$ in the terminal velocity, respectively.
Therefore, in this case LPP model yields more accurate results than DNS of
a poorly resolved droplet.

Though there is no experimental data for this specific test case, there are
empirical correlation for the terminal settling velocity to compare with. For
a droplet settling in an unbounded domain, the terminal velocity obtained
through the standard drag [11] is about $v_t = 0.0493 \text{ m/s}$. This value is
considerably larger than the simulation results, implying that the wall effect is
significant and should be considered. As a function of the Reynolds number,
in the two limits $\text{Re}_p \to 0$ and $\text{Re}_p \to \infty$, the terminal velocity, including
the wall retarding effect, can be computed as $v_{t,0} = 0.0393 \text{ m/s}$ and $v_{t,\infty} =
0.0478 \text{ m/s}$. [17] Both DNS and LPP results, with the exception of the
lowest resolution $d_p/h = 2$, are bounded by these two limits. In particular,
since the Reynolds number based on the droplet terminal velocity is about
$\text{Re}_p = 0.4$, we expect and find that our results are closer to the lower limit.
With the correlation of Di Felice [17] the terminal velocity is about $v_t =
0.0406 \text{ m/s}$, which again agrees reasonably well with our simulations. The
small discrepancy may be also due to the different shape of the domain cross
section in the present study and in [17].
3.2. Lid-Driven Cavity

In the second test problem, we investigate the droplet motion in a 3D lid-driven cavity. The cavity is a cube of size $L$ and the flow is driven by a moving lid on the upper boundary with velocity $U_0$; the Reynolds number of the cavity is $Re_c = 100$. The boundary conditions along the $x$- and $y$-directions are no-slip, periodic boundary conditions are considered along the third $z$-direction. The relevant physical properties of the two phases and other parameters are given in Table 2. Simulations are first run without any droplet, then the induced flow remains 2D, moving towards the steady state condition shown in Fig. 7. In Fig. 7(b), the $u$ component of the velocity ($x$-direction) along the vertical centerline $y = z = L/2$, and the $v$-component ($y$-direction) along the horizontal centerline $x = z = L/2$ are compared with the classic work of Ghia et al. [26] Good agreement is observed with the results obtained with the two grid resolutions $L/h = 64, 128$.

After the cavity flow reaches a stationary condition at about time $t = 1 \text{ ms}$, a single or multiple droplets are seeded into the cavity. We first consider the simpler case where only one droplet is seeded. As in the settling droplet problem, the feedback effect of the single LPP droplet to the resolved flow is ignored, hence $f_p = 0$.

Four different computations are performed: DNS (RD), LPP, and two different implementation of the RD-LPP conversion. In the first one (RD-
Figure 7: Single phase results of the lid-driven cavity problem: (a) velocity vector plot at $z = L/2$, (b) $u$ at $y = z = L/2$ and $v$ at $x = z = L/2$.

LPP-1), the complete conversion algorithm described in Section 2.4 and Fig. 4 is used; while in the second one (RD-LPP-2) the velocity remains unchanged in the conversion, namely the undisturbed and disturbed flow fields are not reconstructed in the two conversions LPP-to-RD and RD-to-LPP. The conversion criteria for this particular test case is that the droplet is represented by the LPP model inside the region $y_{min} < y_p < y_{max}$.

The initial position of the droplet is at $x_p = (0.61 L, 0.61 L, 0.59 L)$, and two different initial velocities are considered, $u_{p1} = (-0.18 U_0, -0.03 U_0, 0)$ and $u_{p2} = (0.032 U_0, -0.032 U_0, 0.032 U_0)$. The first value is equal to the local fluid velocity, $u_{p1} = u(x_p)$, the second value has a different magnitude and direction with respect to the local fluid velocity. With the initial velocity $u_{p1}$ the droplet will be represented by the LPP model in the slab defined by the two limits $y_{min} = 0.61 L$ and $y_{max} = 0.64 L$, with $u_{p2}$ the limits are
Figure 8: Time evolution of the velocity components when the droplet initial velocity is the same as the local fluid velocity: (a) $u$, (b) $v$.

$y_{\min} = 0.59 \, L$ and $y_{\max} = 0.625 \, L$. The simulations are performed with the mesh resolution $L/h = 128$, corresponding to a ratio $d_p/h = 4$.

The time evolution of the droplet velocity for the two initial velocities is shown in Figs. 8 and 9. First, it should be observed that the DNS and LPP results agree reasonably well for both cases, as the difference in magnitude of the $u$ component in Fig. 8(a) is about 10%. If this value is compared to the time variation of the $v$ component in Fig. 8(b), then the difference between DNS and LPP is indeed quite small. Furthermore, this error magnitude is also consistent with the droplet low resolution, $d_p/h = 4$.

When we consider the conversion model with the initial velocity $u_{p1}$ we observe that the droplet at about time $t = 1 \, ms$ is on the lower boundary of the slab with a negative $y$-component of the velocity. The LPP particle is quickly converted to RD, then after a transient it changes the sign of this velocity component and finally it enters the slab region where it is converted
Figure 9: Time evolution of the velocity components when the droplet initial velocity is different from the local fluid velocity: (a) $u$, (b) $v$.

back to LPP. A similar discussion holds for the initial velocity $u_{p2}$. With the conversion model described in section 2.4, the droplet velocity has a smooth transition after the conversions for both initial velocities $u_{p1}$ and $u_{p12}$. In Figs. 8 and 9 this model is represented by the RD-LPP-1 lines, with the conversion instants marked by an arrow. If the perturbed flow field is not reconstructed properly in the LPP-to-RD conversion, then remarkable transition jumps are observed in the droplet velocity after the conversion (RD-LPP-2 lines). The transition jump is more significant when the droplet is not in velocity equilibrium with the local fluid.

As the drag force tends to bring the droplet in velocity equilibrium with the fluid, the droplet velocity may slowly change toward the correct value, as in Fig. 8, but the transient process can be quite long. However, if the initial error in the conversion causes a significant deviation of the droplet trajectory, the droplet velocity will never go back to the correct value, as in
Fig. 9(b). Therefore, it is critical to handle properly the local flow field in the conversion process.

We also consider the case with multiple droplets seeded in the cavity. In total 183 monodisperse droplets are seeded randomly after a steady state flow is reached in the cavity with a single phase. The mass fraction of the seeded droplets, defined by the ratio of their mass to the total mass of liquid droplets and gas, is about 0.75. In this case the mass fraction is large, and two-way coupling simulations are performed with the force coupling model described in Section 2.3. The size of the parameter that controls the force distribution is $L = 10 d_p$.

Figure 10 shows the droplet distribution inside the cavity at times $t = 1.04, 1.08, 1.12$ ms. When the droplets are resolved by the VOF method the interfaces are plotted as the intermediate contour level $C = 0.5$, and are indicated by a red color. The droplet distribution represented by the LPP model is given by the green spheres. The DNS and LPP results overall match well on the droplet location. The differences, shown in the images on the third column, mainly occur when the droplets are subject to collisions or serious deformations, as near the top of the cavity where the shear is strong. This indicates the need for a future improvement of the model to take into account both droplet-droplet and droplet-wall interactions.

It is also important to point out that the results obtained with the one-way and the two-way coupling models are indeed very close. Therefore, the one-way coupling with the present conversion model seems to be adequate even when the LPP droplet mass fraction is quite large. Nevertheless, further validation of the coupling model is still required in future works.
Figure 10: Droplet distributions in the cavity at times: (a) $t = 1.04 \times 10^{-3}$, (b) $t = 1.08 \times 10^{-3}$, and (c) $t = 1.12 \times 10^{-3}$ s.
3.3. Pulsed-Jet Atomization

Next we consider the problem of pulsed-jet atomization, to examine the capability of the present model to simulate multiphase flows with very complex interfaces. A dense cylindrical liquid jet is injected into a stagnant gas tank. The jet diameter is denoted by $D_{\text{jet}}$ and the tank dimensions are $L_y = L_z = 4 D_{\text{jet}}$ and $L_x = 10 D_{\text{jet}}$. The injection is along the positive $x$-direction. The inflow velocity $u$ is modulated sinusoidally, $u = U_{\text{jet}} (1 + 0.05 \sin(20 \pi t))$, to promote the growth of primary shear instabilities. The physical properties and parameters in non-dimensional form are listed in Table 3, where $Re_{\text{jet}} = \frac{\rho_l U_{\text{jet}} D_{\text{jet}}}{\mu_l}$ and $We_{\text{jet}} = \frac{\rho_l U_{\text{jet}}^2 D_{\text{jet}}}{\sigma}$.

On the left and right boundaries, inflow and outflow boundary conditions are considered, respectively, while free-slip conditions are applied on the other four boundaries. The grid is composed of cubic cells of side $h = D_{\text{jet}}/64$. Two simulations are performed for this problem: the first one is DNS with the VOF method, the second one with the combined method, with the small droplets described by the LPP model. Since the mass fraction of the LPP droplets in the flow is small during all the simulation, and based on the knowledge of the previous test, the one-way coupling model is used. The simulation of the pulsed-jet problem is conducted on the CALMIP machine, with a typical CPU time on 160 processors of 245 minutes for the combined model and 253 minutes for DNS.

<table>
<thead>
<tr>
<th>$\rho_l/\rho_g$</th>
<th>$\mu_l/\mu_g$</th>
<th>$Re_{\text{jet}}$</th>
<th>$We_{\text{jet}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>20</td>
<td>800</td>
<td>4000</td>
</tr>
</tbody>
</table>

Table 3: Parameters for the pulsed-jet atomization problem.
Snapshots of the interface configuration in the two simulations at time $t = 9 \, D_{jet}/U_{jet}$ are shown in Figs. 11(a) and 11(b), with the VOF interface represented in green and white for the contour level $C = 0.1$, in order to make small droplets clearly visible. The orange spheres represent the liquid droplets of the LPP model, and their radius length is such to give the actual droplet volume. The two figures are in good agreement with each other, thus confirming the capability of the combined model to capture atomization.

The size distribution (PDF) of the droplets formed in the pulsed-jet atomization at different times is shown in Fig. 12. Since more and more liquid is injected into the domain and then atomized to small droplets as time evolves, the droplet Sauter mean decreases with time, while the number of small droplets increases. It can be seen that the droplet size distributions obtained by DNS and the combined model are in good agreement. In particular, the combined model captures the peak of the PDF, while the difference of the Sauter means with the DNS results is less than 10%.

The development of shear instabilities on the liquid-gas interface can be clearly seen in Fig. 11. Near the inlet the perturbation on the interface remains almost sinusoidal, but as it is advected downstream, the interface folds and thin liquid sheets are formed. The sheets incline toward the upstream direction, looking like an umbrella or a mushroom. Then the sheets break up into thin ligaments and in sequence the ligaments into droplets. A recirculation is generated on the inside of the umbrella, and as a result a few droplets are carried back to the liquid jet after traveling for a while in the gas. The forward RD-to-LPP process and the backward LPP-to-RD conversion, from the ligament breakup to the droplet merging back in the
Figure 11: Snapshots of the liquid-gas interface of the pulsed-jet atomization at time \( t = 9 \frac{D_{\text{jet}}}{U_{\text{jet}}} \): (a) DNS, (b) the combined model, where the orange droplets are from the LPP model.

Figure 12: Size distribution and Sauter mean of droplets formed in pulsed-jet atomization at times (time units \( D_{\text{jet}}/U_{\text{jet}} \)): (a) \( t = 8 \), (b) \( t = 8.5 \), (c) \( t = 9 \).
liquid jet, are shown in Fig. 13. In particular, a ligament is breaking in Fig. 13(a), and in Fig. 13(b) the droplet has a rather irregular shape, becoming closer to a spherical shape in Fig. 13(c), under the action of surface tension. Then, since the droplet satisfies both the size and aspect-ratio criteria and is enough away from the jet, it is converted from RD to LPP, as shown in Fig. 13(d). The LPP droplet moves for a while in the gas, then it undergoes a backward conversion from LPP to RD in Fig. 13(e), and finally it is reabsorbed by the liquid jet in Fig. 13(f). The present results indicate that the two-way conversion scheme is capable to capture complex droplet dynamics in atomization.

3.4. Gas-assisted atomization

The combined model is finally applied to simulate the gas-assisted atomization experiment conducted by Descamps et al.[16] This experiment is particularly interesting to the present study, because the drop trajectories and drop flying angle statistics are measured in the experiment and thus can be used to validate the capability of the present combined model in accurately capturing the drop dynamics. Up to the authors’ knowledge, the experiment by Descamps et al.[16] is the only one in the literature that provides detailed measurements of drop trajectories.

3.4.1. Simulation setup

The simulation setup is shown in Fig. 14. The atomizer consists of two planar jets: on top the faster gas jet with injection velocity $U_g$, and on bottom the slower liquid jet with injection velocity $U_l$. The inlet height for both phases is the same, and is denoted by $H$. As a function of this
Figure 13: The two-way RD-to-LPP and LPP-to-RD conversions for a droplet initially formed from a ligament breakup and later reabsorbed by the liquid jet, at times (time units $D_{jet}/U_{jet}$): (a) $t = 2.0$, (b) $t = 2.2$, (c) $t = 2.4$, (d) $t = 2.6$, (e) $t = 2.8$, (f) $t = 3.2$. 
characteristic length, the width, height and thickness of the computational domain are $L_x/8 = L_y/4 = L_z = H$, respectively. The domain is subdivided with cubic cells of side $h = H/64$ for the coarse mesh and $h = H/128$ for the fine one.

At the inlet, a separator plate, indicated by the blue color in Fig. 14, has been positioned to separate the gas and liquid flows. The need for such a plate to accurately simulate atomization has been shown in previous papers. [23] The width and height of the separator plate are $l_x = H/4$ and $l_y = H/32$, respectively. Inflow and outflow boundary conditions are applied along the $x$-direction, slip conditions along the vertical $y$-direction, periodic boundary conditions along the $z$-direction. A snapshot of the liquid-gas interface resolved by the VOF method (in grey) and by the LPP model (in orange) is also shown in Fig. 14.
The relevant physical properties of the two phases and other parameters are given in Table 4. The properties of the gas and liquid phases are chosen in such a way to guarantee that the important dimensionless parameters are as close as possible to the corresponding value of the experiment by Descamps et al.[16].

<table>
<thead>
<tr>
<th>$\rho_l$</th>
<th>$\rho_g$</th>
<th>$\mu_l$</th>
<th>$\mu_g$</th>
<th>$\sigma$</th>
<th>$U_l$</th>
<th>$U_g$</th>
<th>$H$</th>
<th>$\delta_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(kg/m$^3$)</td>
<td>(kg/m$^3$)</td>
<td>(Pas)</td>
<td>(Pas)</td>
<td>(N/m)</td>
<td>(m/s)</td>
<td>(m/s)</td>
<td>(m)</td>
<td>(m)</td>
</tr>
<tr>
<td>1000</td>
<td>10</td>
<td>$10^{-3}$</td>
<td>$10^{-4}$</td>
<td>0.2</td>
<td>8.3</td>
<td>0.1</td>
<td>0.01</td>
<td>0.0011</td>
</tr>
</tbody>
</table>

Table 4: Parameters for the gas-assisted atomization problem.

<table>
<thead>
<tr>
<th>$\rho_l/\rho_g$</th>
<th>$\mu_l/\mu_g$</th>
<th>Re$_l$</th>
<th>We$_l$</th>
<th>$M$</th>
<th>Re$_{g,\delta}$</th>
<th>We$_{g,\delta}$</th>
<th>Re$_g$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment</td>
<td>833</td>
<td>58.8</td>
<td>1000</td>
<td>1.45</td>
<td>69.1</td>
<td>960</td>
<td>5.68</td>
</tr>
<tr>
<td>Simulation</td>
<td>100</td>
<td>10</td>
<td>1000</td>
<td>1.45</td>
<td>68.9</td>
<td>913</td>
<td>11.0</td>
</tr>
</tbody>
</table>

Table 5: Important dimensionless parameters of the present simulation and the experiment by Descamps et al.[16] of gas-assisted atomization.

In particular, Table 5 shows that the Reynolds and Weber numbers of the liquid inflow, Re$_l = (\rho_l U_l H)/\mu_l$ and We$_l = (\rho_l U_l^2 H)/\sigma$, and the momentum ratio between the gas and liquid inflows, $M = (\rho_g U_g^2)/(\rho_l U_l^2)$, are very close to the experimental value. On the other hand, while the numerical Reynolds number based on the gas inflow boundary layer thickness $\delta_g$, $Re_{g,\delta} = (\rho_g U_g \delta_g)/\mu_g$, is also very similar, the corresponding Weber number, $We_{g,\delta} = (\rho_g U_g^2 \delta_g)/\sigma$, is about twice as big. Finally, the numerical Reynolds number of the gas jet is fairly large, $Re_g = (\rho_g U_g H)/\mu_g \approx 8000$, but still
Figure 15: Time evolution of the volume fraction of liquid within the whole domain.

only about 42% of the experimental value. For such high Reynolds numbers, it is extremely expensive to resolve all turbulent scales in the gas flow, and we do not expect that the current mesh resolution can capture the smallest turbulent eddies. Therefore, the term “DNS” here refers to simulations solving the Navier-Stokes equation without the LPP model, but it does not necessarily mean that every physical scale is fully resolved. In terms of turbulence, the numerical simulation can be considered as implicit LES instead of true “DNS”. Nevertheless, the mesh resolution considered in this test seems to be sufficient to capture the macro-scale features of the atomization process and droplet dynamics, as shown later.

The simulation starts at time $t_0 = 0$ with no liquid inside the domain and it takes a long transient for the liquid jet to flow into the domain and reach an “equilibrium” state between the inflow and outflow of the liquid phase. The volume fraction of liquid within the whole domain as a function of time is plotted in Fig. 15. It can be seen that the amount of liquid in the domain
increases gradually and finally reaches a plateau at about $t_e = 0.4\, \text{s}$. To save computational time only DNS is performed up to time $t_e$. After reaching the “equilibrium” state, both DNS and the combined model are executed up to the final time $t_f = 0.6\, \text{s}$. When running the combined model, droplets with an equivalent diameter smaller than four grid spacings are converted to Lagrangian particles if all conversion criteria are satisfied. The simulations with a grid resolution $h = H/64$, are conducted on 256 processors of the CINES-JADE machine: about 33 hours of CPU time are required to reach time $t_e$, and 12.5 more hours to time $t_f$, either with DNS or the combined model.

3.4.2. General behavior

The liquid jet atomization assisted by the fast gas stream is shown in Fig. 16 at different times. The grey and orange colors indicate the interface resolved by the VOF method and the small droplets represented by the LPP model, respectively. The vector plot on the background shows the flow velocity, where the vector magnitude is indicated by both length and color of the arrow. The flow velocity within the liquid is much smaller than in the gas, and the length of the arrows is too small to be appreciated. The simulation results are shown in Fig. 16 on a $xy$-plane. Due to the large velocity difference between the liquid and gas jets, a Kelvin-Helmholtz instability develops when the two streams meet at the end of the separator plate. \cite{38, 23} The interface wave appearing near the inlet, which is indicated by a purple arrow, is at first characterized by a small amplitude and by a shape close to a sinusoidal wave, see Fig. 16(a). As the wave propagates downstream, its amplitude grows and the wave crest rises into the fast gas stream, introduc-
Figure 16: Numerical results with the combined model of the atomizing liquid jet for times in the range 0.44 – 0.49 s, viewed along the z-direction. The grey and orange colors indicate the interface resolved by VOF and the small droplets represented by LPP model, respectively. The vector plot on the background shows the flow velocity, with its magnitude indicated by both length and color of the arrows.
ing a significant perturbation into the gas stream that strips small droplets away from the wave, see Fig. 16(b). Since the wave propagates much slower than the gas stream, it acts like an obstacle to the gas flow. As a consequence, the gas flow over the wave separates and forms a recirculation zone, indicated by a yellow arrow in Fig. 16. The recirculation zone formed at the downstream of the interface wave has also been observed experimentally and numerically by Jerome et al. [29]. The interaction between the wave and the gas stream becomes more complex as the wave further grows and propagates downstream, and the wave crest breaks up in a more pronounced way and generates a large amount of droplets, as shown in Fig. 16(b)-(d). The interface then starts to fold and liquid ligaments are formed, see Fig. 16(e). The gas stream is significantly influenced by the deformed interface and is observed to bend upward. A counterclockwise circulation is formed near the top of the gas stream, indicated by blue arrows Fig. 16(a)-(b) and (e)-(f). The clockwise circulation at the downstream of the wave grows in time and pushed downstream as the wave moves. These circulation regions are observed to have a significant impact on droplet formation. [29] The ligaments, stretched by the gas stream, finally break up into many droplets due to a Plateau-Rayleigh instability, as shown in Fig. 16(f). Finally, the atomized droplets are advected downstream and leave the computational domain.

3.4.3. Droplet dynamics and flying angle statistics

Due to the strong interaction between the wavy interface and the gas stream, the formation and dynamics of the droplets are rather complex. The droplets are generated along the streamwise direction with different formation mechanisms. Near the inlet, droplets are mainly stripped off the interface by
Figure 17: 2D and 3D views of trajectories of the droplets formed at the top of the perturbation wave on the liquid-gas interface at times: (a) $t = 0.46 \, s$, (b) $t = 0.49 \, s$. The interface and streamwise fluid velocity are also shown in the background.

the gas stream, as highlighted by the purple arrow in Figs. 16(a)-(c). Further downstream, the droplet formation is mainly due to ligament break-up, or a combination of the two mechanisms, see Figs. 16(d)-(f).

Droplets are not only generated at different streamwise positions by different mechanisms, but their dynamics changes remarkably as well, as shown in Fig. 17 by the trajectories of the droplets formed near the two streamwise positions $x_1 = 2 \, H$ and $x_2 = 4 \, H$, at times $t_1 = 0.46 \, s$ and $t_2 = 0.49 \, s$, respectively. In the figure are also plotted a snapshot of the interface and the streamwise velocity component, on the plane $z = 0$, to show the influence of
the gas-interface interaction on the droplet dynamics.

In particular in Fig. 17(a) at time $t_1$, droplets are formed at the wave crest when its amplitude is still relatively small and the interaction with the gas stream is not very important. As a result, the gas stream remains fairly horizontal and the flying angle of the droplet is generally small (a flying angle equal to 0 is along the $x$-direction). Except for a few large droplets that cross the whole gas stream, most of them stay in its interior as they are convected downstream.

The flying angle statistics for the droplets in the sampling rectangular cuboid $A$ of Fig. 17(a), and defined by the coordinates ranges $4.5H \leq x \leq 5.5H$, $H \leq y \leq 3H$, and $0 \leq z \leq H$, is shown in Fig. 18. The time interval for the sampling is $0.45 \leq t \leq 0.47\,\text{s}$, which is chosen to select the droplets that are formed close to the inlet. From Fig. 17(a), it can be observed that the droplet trajectories are quite straight after the early acceleration within the gas stream. Therefore, it is expected that the flying angles vary little while the droplets are moving within the sampling region. It can be clearly seen in Fig. 18(a) that most of the droplets are evenly distributed with a flying angle ranging from -30 to 30 degrees. The statistics include all droplets, hence represented by either the VOF method or the LPP model.

On the other hand, in Fig. 17(b) at time $t_2$ the wave crest is near $x_2$, the interface has deformed seriously causing the gas stream to bend upward. The liquid ligaments are mainly aligned with the stream, so when they break-up the droplets are ejected into the bended gas stream. As a result, most of the droplets are ejected with a positive angle and the corresponding flying angle distribution is shifted to the right as shown in Fig. 18(b). The sampling is
Figure 18: Numerical results of droplet flying angle distribution for the two time intervals: (a) 0.45 < t < 0.47 s, (b) 0.48 < t < 0.50 s. The sampling volume is defined by 4.5H < x < 5.5H, H < y < 3H, and 0 < z < H, and is also indicated by the letter A and the dotted yellow line in Fig. 17(a).

done in the same volume A, but within the time interval 0.48 ≤ t ≤ 0.5 s, which mainly captures the droplets formed by the ligaments break-up, as shown in Fig. 17(b). Because of that, the droplets are more aligned with the gas stream, their trajectories are less curved than for the droplets of Fig. 18(a) and their flying angle distribution in Fig. 18(b) is more peaked.

The flying angle statistics for the droplets in the sampling rectangular cuboid B of Fig. 17(b), and defined by the coordinates ranges 4.5 H ≤ x ≤ 5.5 H, 2.5 H ≤ y ≤ 3.5 H and for the longer time interval 0.4 ≤ t ≤ 0.5 s, is shown in Fig. 19. The sampling volume B is similar to that of the experiment of [16] and the time period is long enough to cover the overall cycle of wave development and break up, as in Fig. 16. The simulation results agree fairly well with the experimental data, as most of the droplets are released with a
positive flying angle and the peak of the distribution is at about 20 degrees. However, the experimental distribution profile is narrower than the numerical one.

3.4.4. Droplet Reynolds and Weber number statistics

When the LPP model is applied, the relative velocity between the droplet and the surrounding fluid can be easily obtained, being the term $\tilde{\mathbf{u}} - \mathbf{u}_p$, to compute the corresponding Reynolds and Weber numbers. The probability density function (PDF) and mass-weighted probability density function (mPDF) of the LPP droplets as a function of the Reynolds and Weber numbers are shown in Fig. 20, for the sampling volume A of Fig. 17(a) and the two time intervals $0.45 \leq t \leq 0.47 \, \text{s}$ and $0.48 \leq t \leq 0.5 \, \text{s}$. In the first time interval about 45% of the total number of droplets is represented by the LPP
Figure 20: Probability density function (PDF) and mass-weighted probability density function (mPDF) as a function of the Reynolds and Weber numbers, for the droplets in the sampling volume A of Fig. 17(a), with \(4.5H < x < 5.5H\), \(H < y < 3H\), and \(0 < z < H\), in the two time intervals \(0.45 < t < 0.47\) s and \(0.48 < t < 0.5\) s.
model, and about 64% in the second one.

In general, the results for the two time intervals are rather similar, even if slightly more droplets are observed in the PDF of the second time interval at small Reynolds and Weber numbers. Both PDFs decrease with $\text{Re}_p$ and while most of the droplets are in a regime of very small Reynolds numbers, $\text{Re}_p < 1$, still there is a significant amount of droplets in the flow at higher numbers, in the range $1 < \text{Re}_p < 200$ as shown in Fig. 20(a). If the statistics is made on mass rather than droplet number, the mass-weighted PDF is obtained. From Fig. 20(c) a large fraction of the total mass is in the droplets with $20 < \text{Re}_p < 70$. It should be reminded that the criterion $d_p < 4\Delta x$ is used for RD-to-LPP conversion. For this range of Reynolds numbers, it is expected that the droplets would not have been resolved accurately by VOF, had they remained RD. The LPP model is actually a better alternative for these poorly resolved droplets with a relatively large Reynolds number.

Both PDF and mPDF decrease monotonically as a function of the Weber number, $\text{We}_p$, and for most droplets it is indeed quite small, $\text{We}_p < 3$, in terms of both mass and particle number. The droplet deformation is then expected to be small, and the assumption of a spherical shape in the LPP model is indeed rather good.

The LPP droplet Reynolds number is plotted in Fig. 21 as a function of the ratio between the droplet and cell sizes at two different time intervals. The scaling estimate of the relationship between the Reynolds number and the diameter of solid particles by Balachandar [5] can be applied to the droplets here. When the droplet response time $\tau_p$ is larger than the largest ambient flow time scale, the relative velocity is mainly controlled by the
Figure 21: Droplet Reynolds number as a function of the ratio between the droplet and cell sizes for the droplets in the sampling volume A of Fig. 17(a), with $4.5H < x < 5.5H$, $H < y < 3H$, and $0 < z < H$, in the two time intervals $0.45 < t < 0.47 s$ and $0.48 < t < 0.5 s$. 
ambient flow velocity and can be considered as independent of \( d_p \). In this limit it can be shown that \( \text{Re}_p \sim d_p \). On the other hand, when \( \tau_p \) is smaller than the smallest ambient flow time scale, such as the Kolmogorov time scale, then the relative velocity can be estimated by the Equilibrium Eulerian Approach as \( |\tilde{u} - u_p| \approx \tau_p D\tilde{u}/Dt \), where \( D\tilde{u}/Dt \) is the acceleration of the ambient flow and is again independent of \( d_p \). \[20\] Then it can be easily shown that in this limit, \( \text{Re}_p \sim d_p^3 \). It is observed from Figs. 21 (a) and (b) that, the variation of the droplet Reynolds number with the droplet diameter lies in between these two limits, for both \( 0.45 < t < 0.47 \) s and \( 0.48 < t < 0.5 \) s, although more droplets with smaller Reynolds number are formed for the latter time period. Furthermore, the droplets with larger Reynolds number agree better with \( \text{Re}_p \sim d_p^2 \); while the droplets with smaller Reynolds number follow the \( \text{Re}_p \sim d_p \) scaling. At last, Fig. 21 also shows that there are a significant amount of droplets with large Reynolds number and small diameter-to-cell-size ratio formed in atomization. It is expected the dynamics of these droplets would be incorrect if they remain to be resolved by VOF with low resolution \( (d_p/h \lesssim 4) \). This confirms it is necessary to employ LPP model to represent these droplets.

3.4.5. Comparison of droplet trajectories with experiment

The trajectories of a sample of large droplets generated by the numerical simulation of the atomization process are shown in Fig. 22(a), while in the experiment the droplet trajectories are traced through high-speed cameras. \[16\] Due to the limited size of the computational domain, the comparison between numerical and experimental trajectories can be done only for a few droplets. The traced trajectories are characterized by a large positive flying
Figure 22: Numerical results of a sample of large droplets as a function of the longitudinal $x$-direction: (a) projection of the trajectories on the $xy$-plane, (b) Reynolds number, and (c) Weber number. The numerical trajectories are also compared with the experimental measurements.
angle, and they are likely to correspond to droplets with a big inertia. As a matter of fact, from the simulation results we can compute trajectories of large droplets, with $d_p = 0.24\text{--}0.5\, mm$, which match quite well the experimental measurements. Both the numerical and experimental trajectories are rather straight. The computed trajectories for the two droplets with diameter $d_p$ equal to 0.24 and 0.31 mm, curve slightly as the droplets enters the faster gas stream and are subject to a sudden acceleration in the streamwise direction.

The corresponding Reynolds and Weber numbers along the droplets trajectory are shown in Fig. 22(b)–(c). For the largest droplet with diameter $d_p = 0.49\, mm$, which belongs to the tail of the PDF of Fig. 20, the Reynolds number can be as high as 400, while the Weber number remains smaller than 5. These two numbers vary in a remarkable way as the droplets move downstream, though the trajectories are quite smooth. These fluctuations are related to the interaction with the gas turbulent flow. The turbulence of the gas flows is shown in background of Fig. 17. However, the inertia of these droplets is quite large, and the influence of turbulence on their trajectory is not profound.

3.4.6. Droplet size distribution

Finally, the size distribution for the droplets formed in the gas-assisted atomization is shown in Fig. 23. The droplet size distributions computed by the combined model and DNS are shown in Figs. 23 (a) and (b), respectively. The comparison of the probability density functions (PDF) of the droplet size for the combined model and DNS on the same size mesh is also shown in Fig. 23 (d).
The results of the combined model for the droplets larger than the grid size agree very well with the DNS result on the same size mesh. This indicates that the LPP coupling and conversion model do not introduce error on the droplet formation, which is mainly resolved by VOF. When the LPP model is introduced, a larger number of droplets smaller than the cell size are observed, see Fig. 23 (a). The number of smaller-than-cell-size droplets is significantly lower for the DNS results without the LPP model as shown in Fig. 23 (b). The discrepancy may be due to the erroneous dynamics of small droplets when they remain to be resolved by VOF. Indeed small fragments of VOF-represented liquid tend to be reconstructed and advected so erroneously that they do not move at all, an effect that can be easily demonstrated but is never discussed as the dynamics of such small fragments is considered largely erroneous anyway. As these small fragments stay where they are formed they are easily swept by and merged into the moving bulk liquid jet. Therefore, the size distributions for both the combined model and DNS are possibly erroneous for the size range \( d_p < h \). The droplets smaller than the cell size are thus excluded in the PDF statistics shown in Fig. 23 (d).

Furthermore, an exponential decay of droplet number with droplet diameter for \( d_p \in [0.2, 1.1] \) mm is observed in both Figs. 23 (a) and (b). The decay rate can be characterized by a length scale \( \lambda_1 \), which is considered as the “average ligament size” in [38]. A least square fit of the data of the present model for \( d_p \in [0.2, 1.1] \) mm yields \( \lambda_1 = 0.166 \) mm. The exponential decay with \( \lambda_1 = 0.166 \) is shown to match very well with the DNS results on the same size mesh, see Fig. 23 (b). It is note that \( \lambda_1 \) is comparable to the cell size \( h = 0.156 \) mm.
In order to see the effect of grid resolution a DNS simulation is conducted with a finer mesh, $h = H/128$. The total number of cells is about 67 million and it costs about 400 hours on 2048 cores to reach similar physical time $t = 0.6$ s. The detailed results of the finer-mesh DNS are not the focus of the present paper and discussion of which will be relegated to future work.

The droplet size distribution obtained by DNS on a finer mesh is shown in Fig. 23 (c). The comparison of the PDF of the droplet size with the two different meshes is shown in Fig. 23 (d). With similar sampling time period (about 0.03 s), the droplet number for the finer mesh is an order of magnitude larger than that for the original mesh. It is also seen that the size distribution of small droplets $d_p < 0.2$ mm is slightly better resolved, but not yet converged, when the finer mesh is used. Exponential decay of droplet number similar to the original mesh is observed for $d_p \in [0.1, 0.6]$ mm in the fine mesh results, though the decay is faster. The characteristic length scale for the exponential decay, $\lambda_2 = 0.095$ mm, is 42% smaller than $\lambda_1 = 0.166$ for the original mesh, indicating lack of convergence, so that yet unresolved small scales in the flow are important to droplet formation. To yield an accurate prediction of the droplet size distribution, including the expected peak at small scales and the exponential decay, the smaller scales must be resolved with sufficient grid resolution. It is likely that the computational cost for a fully-resolved DNS would be extremely high. Therefore, it may be unavoidable for future exploration of atomization in this parameter range to develop subgrid models accounting for the small-scale physics, such as interface instability, interface-turbulence interaction and droplet formation at the relevant scales.
Figure 23: Size distributions for droplets formed in atomization. (a) Counts of droplets for present model on the mesh $h = H/64 = 0.156$ mm, (b) Counts of droplets for DNS on the mesh $h = H/64 = 0.156$ mm, (c) Counts of droplets for DNS on the mesh $h = H/128 = 0.078$ mm, and (d) Probability density function (PDF) (only droplets that are larger than the cell size are considered in PDF calculation.) The characteristic length scales for the original and finer meshes are $\lambda_1 = 0.166$ mm and $\lambda_2 = 0.095$ mm, respectively.
4. Conclusions

In this paper, we introduce a multiscale simulation approach for atomization. While the interface between different phases is resolved by the Volume-of-Fluid (VOF) method, the small droplets formed in atomization are represented by the Lagrangian Point-Particle (LPP) model. To accurately compute the dynamics of the LPP droplets that are larger than the grid spacing, a new model of the momentum coupling and the two-way conversion between the LPP droplets and the resolved flow is proposed. The combined model is validated by a comparison with experimental data and DNS simulations through a series of tests. A key aspect of the present momentum coupling model is to distribute the coupling force exerted back to the resolved flow over a length scale which is larger than the droplet diameter, say 5 to 10 times $d_p$. By doing that the influence of an individual LPP droplet on the local gas flow is small and the gas flow velocity at the LPP droplet location is a close approximation of the undisturbed gas flow velocity that is required for the droplet force calculation. Attention is also paid on reconstructing the local flow field around the droplet during the two-way conversion between the resolved droplets and LPP droplets. In the RD-to-LPP conversion, the undisturbed flow field is rebuilt by interpolation from the flow properties away from the droplet while in the reverse LPP-to-RD conversion, excess momentum is added to compensate the development of the local disturbed flow field. The tests clearly show that the reconstruction of the local flow field is necessary to have a smooth transition in droplet velocity during the conversion.

The combined VOF-LPP model is applied to simulate the gas-assisted
atomization experiment by Descamps et al.[16]. The numerical results show complex droplet formation mechanisms. The dynamics, characterized for instance by the flying angle of droplets formed at various streamwise locations is observed to strongly depend on the observation window. The PDF and mass-weighted PDF of both Reynolds and Weber numbers of the LPP droplets (with diameter smaller than four cells) are shown. The Reynolds number of the LPP droplets changes in a wide range (up to several hundreds), while the Weber number is in general small. Resolving the droplets with high Reynolds number by VOF with less than four cells will yield catastrophic errors in the prediction of droplet dynamics, and it is a considerable improvement to represent them by the LPP model. Agreement with the experimental measurements is observed for both the flying angle distribution and the trajectories of the droplets. The exponential decay of the PDF of droplet diameters is recovered but the rate of decay is not converged for the current grid sizes. The present model faithfully recovers the large scale features of atomization and the droplets at scales significantly larger than the grid size, though some small-scale physics is missed.
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